Adaptive meshing for two-dimensional thermoelastic problems using Hermite boundary elements
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Abstract

In the present work, error indicators for the potential and elastostatic problems are used in a combined fashion to implement an adaptive meshing scheme for the solution of two-dimensional steady-state thermoelastic problems using the Boundary Element Method. These error indicators exploit in their formulation the possibility of generating two different numerical solutions from just one analysis using Hermite elements. The first solution is the standard one obtained from an analysis using Hermite elements. The second is a “reduced” solution obtained representing the field variables inside an element using some of the degrees of freedom of the Hermite element together with Lagrangian shape functions. The basic idea behind the computation of the error indicator is to compare these two solutions, on an element by element basis, to obtain an estimate of the magnitude of the error in the numerical solution corresponding to the Hermite elements. In this sense, it is assumed that the bigger the difference between these two solutions, the bigger the error in the original solution with Hermite elements. Since the thermoelastic problem in its uncoupled fashion is considered, the former approach is applied to both problems, heat conduction and thermoelastic. Since both numerical solutions for each one of these problems are obtained from just one analysis, the computational cost of the proposed error indicators is very low. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Despite the excellent accuracy that Hermite elements [1] can provide for the computation of the boundary stresses, it seems that this type of elements have not been able to attract enough attention from researchers and analysts in the Boundary Element Method (BEM) community. Up to now, the number of published papers dealing with the formulation, implementation, and application of Hermite elements has been relatively small. Among the references that are currently available, [2–8], provide very good examples of the advantages that Hermite elements can offer.

Two main reasons may be held accountable for the lack of popularity of Hermite elements. First, when Hermite elements are used in an isoparametric fashion, the user has to specify the unit vector tangent to the boundary at each one of the nodes in the mesh. Second, since the formulation of this type of elements requires the use of the so-called Hypersingular Boundary Integral Equations (HBIEs), initially some difficulties were encountered in their numerical implementation. The first problem can be solved if, as in this work, the Hermite elements are implemented in a non-isoparametric fashion. The second one can be addressed using a regularization process for the HBIEs like the one presented by Muci-Küchler and Rudolph [5].

The reliability of the BEM for the solution of thermoelastic problems is nowadays well recognized, and efficient implementations for steady state and transient thermoelasticity have been readily available for several years now [9,10]. In 1995, Muci-Küchler and Hernández-Luna [11] presented completely regularized forms of the conventional and tangent derivative boundary integral equations for the two-dimensional, steady-state, thermoelastic problem. This contribution provided a convenient alternative for the numerical implementation of Hermite elements in this type of problems.

Due to the importance of thermoelastic problems in several industries, research aimed to extend the applicability of the BEM for the solution of this type of problems still continues. One example is the development of BEM...
formulations for the analysis of thermoelastic fracture mechanics problems (see for example Refs. [12,13]).

In recent years, adaptive meshing techniques have become a topic of interest for many researchers and the number of references regarding adaptive meshing techniques in the BEM has increased significantly [14,15]. Nevertheless, as surprising as it may be, it seems that the thermoelastic problem has not received enough attention from the researchers in the field. In one approach that the authors are aware of, Kamiya et al. [16], used the sample point error analysis to implement adaptive meshing for this type of problems.

Another topic that apparently has not been completely addressed in the adaptive meshing field is the use of sub-regions. Subregions play a very important role in BEM analysis since they allow the analysis of problems in which the domain is made of dissimilar materials. Also, they provide a convenient way to model very large problems in an efficient fashion since the computational requirements for large problems decrease significantly when subregions are introduced and a sub-structuring approach is employed for their solution [10]. In adaptive meshing, the introduction of subregions poses some difficulties from the implementation point of view. This was shown by Kamiya and Koida for the case of the potential problem [17] and Kamiya et al. [18] and Muci-Kuchler and Miranda-Valenzuela [19] for the elastostatic one. Nevertheless, further research in this topic would be welcomed since different approaches are possible depending on the type of problem being analyzed and the scheme used to predict the error in the solution.

Most of the research in adaptive meshing techniques is devoted to the formulation and implementation of new and more reliable error indicators. Several error indicators capable of leading an adaptive meshing process have already been published in the literature. In what follows, a brief explanation of the ones that are most closely related to this work is presented.

Charafi et al. [20] used the local reanalysis technique to implement an efficient h-hierarchical adaptive meshing technique. The authors employed a local enrichment scheme in order to obtain an improved solution for each one of the elements present in the mesh. The improved solution was compared with the original one to determine a measure of the error in the element.

Guiggiani [21] used the direct differentiation approach to perform a sensitivity analysis of approximate boundary element solutions with respect to the position of the collocation points. In a similar approach, Paulino et al. [22] used the rate of change of the tractions and generalized displacements with respect to the positions of the middle nodes of quadratic boundary elements as error indicators. These rates of change were calculated by the direct analytic differentiation of the governing equations for the problem under consideration. Gallego et al. [23] extended the work of Guiggiani [21] by carrying out a sensitivity analysis of the solutions for the HBIE in the potential problem. In order to obtain the sensitivity equations, the derivative with respect to the position of the collocation point of the HBIE was evaluated.

In Ref. [24], Paulino et al. proposed the evaluation of the residual of HBIEs as an error indicator. The method presented by them was developed for the approximation of the error on the boundary as well as in the interior of the domain. Liang et al. [25], used a modified version of the error indicator proposed by Paulino et al. by combining the residuals of the Conventional Boundary Integral Equations (CBIEs) and HBIEs for the computation of error indicators. Menon et al. [26] presented a basic iteration scheme that consists of using the BIEs for solving the boundary value problem and iterating this solution with the HBIEs. A residual was defined as the difference in the derivative quantities, and this residual was used as an estimate of the error in the BEM solution.

Muci-Kuchler et al. [27] and Muci-Kuchler and Miranda-Valenzuela [19] presented formulations for the computation of simple error indicators for Hermite elements in two-dimensional potential and elastostatic problems. These error indicators were based on the idea of obtaining two different approximate numerical solutions for the tangential derivatives of the field variables from just one analysis with Hermite elements. The comparison of the two approximate solutions inside an element was used as a measure of the error for that element.

In this work, the ideas presented in Refs. [19,27] are extended to perform adaptive meshing with Hermite elements in steady-state, uncoupled, two-dimensional thermoelastic problems. Since the thermoelastic problem in its uncoupled fashion is considered, it is possible to solve the heat conduction and thermoelastic problems separately, solving first for the temperature distribution on the boundary, and then using that information to solve for the boundary stresses. This allows to estimate the error in the solution for the heat conduction and thermoelastic problems in a separate fashion, giving some flexibility to the adaptive process.

Also, this paper discusses some of the schemes that are currently available to carry out the mesh refinement process in steady-state, uncoupled, two-dimensional thermoelastic problems and presents new alternatives to improve them. Special attention is given on how to implement these schemes in models with subregions, since additional considerations are required in those cases, especially when sub-regions that have different physical properties are involved. Furthermore, a more general approach than the one given in Ref. [27] for the computation of the error indicator for the potential problem is also presented, tackling some of the restrictions given in that reference. Numerical examples are included to illustrate the versatility of the formulation and its numerical implementation.

2. BEM formulation

As will be discussed later, in order to formulate Hermite
elements, the CBIEs and the Tangent Derivative Boundary Integral Equations (TDBIEs) must be simultaneously located at the same points on the boundary. This coincident collocation, together with the use of Hermite shape functions, provides very accurate results for the stresses on the boundary [5] and, at the same time, allows the possibility to obtain an inexpensive error indicator.

In this section, the CBIEs and the TDBIEs for the heat conduction and thermoelastic problems are presented. In addition, a brief review on how Hermite elements are formulated and how the boundary stresses can be computed is presented.

2.1. Boundary integral equations for the heat conduction problem

Consider the two-dimensional, steady-state, heat conduction problem without interior heat generation. For a domain \( A \) enclosed by a boundary \( S \), the CBIE and the TDBIE, both in a completely regularized form, can be written as [4]:

\[
\int_S G(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})(T(\tilde{\mathbf{x}}) - T(\tilde{\mathbf{\xi}})) \, dS(\tilde{\mathbf{x}}) = \int_S F(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})q(\tilde{\mathbf{x}}) \, dS(\tilde{\mathbf{x}})
\]

(1)

\[
\int_S V(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})\left[\frac{\partial T}{\partial \mathbf{\xi}}(\tilde{\mathbf{\xi}}) - \frac{\partial T}{\partial \mathbf{\xi}}(\tilde{\mathbf{x}})\right] \, dS(\tilde{\mathbf{x}}) - \int_S Y(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}}) \, dS(\tilde{\mathbf{x}}) = \int_S \left[W_0(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})q(\tilde{\mathbf{x}}) - W(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})q(\tilde{\mathbf{\xi}})\right] \, dS(\tilde{\mathbf{x}})
\]

(2)

where \( T \) represents the temperature, \( q \) represents the normal heat flux, \( \tilde{\mathbf{x}} \) and \( \tilde{\mathbf{\xi}} \) are the field and source points, respectively, and \( \zeta \) are the components of the unit vector tangent to the boundary at \( \tilde{\mathbf{\xi}} \) (see Fig. 1). Also, in the above equations and in the ones to follow, unless specified otherwise, the range of the indices goes from 1 to 2, and the summation convention is employed.

The kernels \( F, G, V, Y, W, \) and \( W^0 \), that appear in the two boundary integral equations under consideration are given by:

\[
F(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}}) = -\frac{1}{2\pi k} \ln(r)
\]

(3)

\[
G(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}}) = -k \frac{\partial F(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})}{\partial n} = \frac{1}{2\pi r} \hat{r} \cdot \hat{n}
\]

(4)

\[
V(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}}) = \frac{1}{\zeta_i} \frac{\partial G(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})}{\partial \xi_i}
\]

(5)

\[
Y(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}}) = k \frac{\partial F(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})}{\partial \xi_i} \zeta_i \zeta_i h_j
\]

(6)

\[
W(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}}) = s_j \frac{\partial F(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})}{\partial \xi_i}
\]

(7)

\[
W^0(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}}) = \zeta_i \frac{\partial F(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})}{\partial \xi_i}
\]

(8)

In the above expressions, \( r \) is the distance between the source and field points, \( s_i \) and \( n_i \) are the components of the unit vectors tangent and normal to the boundary at \( \tilde{\mathbf{x}}, \tilde{r} = \tilde{\mathbf{x}} - \tilde{\mathbf{\xi}}, \) and \( \hat{r} = \hat{n}/r. \)

2.2. Boundary integral equations for the thermoelastic problem

Consider the two-dimensional, plane strain, steady-state, thermoelastic problem without body forces. Furthermore, assume that the material obeys the Duhamel–Neumann generalization of Hooke’s law and that no heat generation takes place inside the domain. For a two-dimensional domain \( A \) bounded by a curve \( S \), the CBIEs corresponding to this problem, in a completely regularized form, can be written as [11]:

\[
\int_S T_{ij}(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})[u_i(\tilde{\mathbf{x}}) - u_i(\tilde{\mathbf{\xi}})] \, dS(\tilde{\mathbf{x}})
\]

\[
= \int_S U_{ij}(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})T_{ij}(\tilde{\mathbf{x}}) \, dS(\tilde{\mathbf{x}}) + \int_S N_{ij}(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}})T_{ij}(\tilde{\mathbf{x}}) \, dS(\tilde{\mathbf{x}})
\]

(9)

where \( u_i \) and \( t_i \) are the displacement and traction components, and \( n \) represents the direction of the unit outward normal vector at the field point. The kernels \( U_{ij} \) and \( T_{ij} \) are the standard displacement and traction kernels given by fundamental solutions for the elastostatic problem in two-dimensions, and \( N_{ij} \) and \( M_{ij} \) are the kernels product of the introduction of the thermal loading. For plane strain conditions, these kernels are given by (see for example Ref. [9]):

\[
U_{ij}(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}}) = -\frac{1}{8\pi \mu(1 - \nu)} [(3 - 4\nu)\delta_{ij} \ln r - r_{i}r_{j}]
\]

(10)

\[
T_{ij}(\tilde{\mathbf{x}}, \tilde{\mathbf{\xi}}) = \frac{-1}{4\pi(1 - \nu)} \left(\frac{1}{r}\right) \left\{[(1 - 2\nu)\delta_{ij} + 2\nu r_{i}r_{j}] \frac{\partial r}{\partial n} - (1 - 2\nu)(r_{i}n_{j} - r_{j}n_{i})\right\}
\]

(11)
\[ N_i(\xi, \eta) = \frac{\alpha(1 + \nu)}{8\pi(1 - \nu)} [1 + 2\ln \rho] r_i \]  
(12)

\[ M_i(\xi, \eta) = -\frac{\alpha(1 + \nu)}{8\pi(1 - \nu)} \{n_i(1 + 2\ln \rho) + 2r_i r_j n_j \} \]  
(13)

where \( \mu \) is the shear modulus, \( \nu \) is Poisson’s ratio, \( \alpha \) is the thermal expansion coefficient, and \( r_i \) are the components of the position vector \( \vec{r} \).

As was mentioned previously, in addition to the CBIEs, the TDBIEs must also be collocated at the same points on the boundary to formulate Hermite elements. These equations are obtained taking the derivative of the displacement representation integral with respect to the source point coordinates \( \xi, \eta \), contracting the resulting expression with \( \xi, \eta \), and taking the source point to the boundary. The resulting equations, in their regularized form, can be written as [11]:

\[
\frac{1}{S} \int_S V_j \left( \xi, \eta \right) \left[ u_j(\xi) - u_j(\eta) - \frac{\partial u_j}{\partial \eta}(\eta) r_m \xi_m \right] d\Sigma(\xi) \\
+ \frac{1}{S} \int_S Y_j \left( \xi, \eta \right) d\Sigma(\xi) \frac{\partial u_j}{\partial \eta}(\eta) \\
= \int_S [W_j^0(\xi, \eta) n_j(\xi) - W_j(\xi, \eta) n_j(\eta)] d\Sigma(\xi) + \int_S Z_i(\xi, \eta) d\Sigma(\xi) \\
\times [T(\xi) - T(\eta)] d\Sigma(\xi) + \int_S Z_i(\xi, \eta) d\Sigma(\xi) T(\xi) \\
+ \int_S Z_i(\xi, \eta) \frac{\partial T(\xi)}{\partial n} d\Sigma(\xi) \\
(14)
\]

In the above expression, the kernels \( V_j, Y_j, W_j, W_j^0, Z_i, Z_i^0 \) and \( Z_i^1 \), are given by:

\[ V_j(\xi, \eta) = \xi_k \frac{\partial T_j}{\partial \xi_k} \]  
(15)

\[ Y_j(\xi, \eta) = \nu \left\{ \frac{2}{1 - 2\nu} \xi_k n_l - \xi_k v_l \right\} \frac{\partial U_j(\xi, \eta)}{\partial \xi_k} \\
+ \xi_k n_l \xi_l \frac{\partial U_j(\xi, \eta)}{\partial \xi_l} + \xi_l (\xi_k n_l - \xi_k v_l) \frac{\partial U_j(\xi, \eta)}{\partial \xi_l} \right\} \]  
(16)

\[ W_j(\xi, \eta) = s_k \frac{\partial U_j(\xi, \eta)}{\partial \xi_k} \]  
(17)

\[ W_j^0(\xi, \eta) = \xi_k \frac{\partial U_j(\xi, \eta)}{\partial \xi_k} \]  
(18)

\[ Z_i(\xi, \eta) = \xi_k \frac{\partial M_j(\xi, \eta)}{\partial \xi_k} \]  
(19)

\[ Z_i^0(\xi, \eta) = \frac{\alpha(1 + \nu)}{2\pi(1 - \nu)} \frac{r_j}{r} [\xi_k n_l - \xi_l v_l] \]  
(20)

\[ Z_i^1(\xi, \eta) = \xi_k \frac{\partial N_i(\xi, \eta)}{\partial \xi_k} \]  
(21)

where \( v_k \) and \( \xi_k \) are the components of the unit normal and tangent vectors at \( \xi \) (see Fig. 1).

For the numerical implementation of the CBIEs and TDBIEs corresponding to the heat conduction and the thermoelastic problems, the integrals over the boundary are divided into integrals over boundary segments or “boundary elements”. In addition, the temperature, the normal heat flux, the displacements, and the tractions inside each element are approximated using Hermite’s interpolation polynomials.

2.3. Hermite elements

Since the introduction of Hermite boundary elements in 1986 by Watson [1], this kind of elements has been successfully employed in many applications. Hermite elements use Hermite interpolation polynomials as shape functions, and employ the nodal values of the field variables and their tangential derivatives as the degrees of freedom associated with the functional nodes of the element.

In this work, all the field variables involved, namely \( T, q, u_i, \) and \( t_i \), are represented inside each element in the same fashion. If we let \( w \) represent either \( T, q, u_i, \) or \( t_i \), inside each element, \( w \) is approximated as follows:

\[ w(\eta) = \sum_{k=1}^{NN} \left[ H_1^{(k)} w_1^{(k)}(\eta) + H_2^{(k)} \frac{\partial w_1^{(k)}}{\partial \eta} \right] \]  
(22)

where \( NN \) is the total number of nodes in the element (usually 2), \( H_1^{(k)}(i = 1, 2) \) are the shape functions associated with the local node \( k \), and \( \eta \in [-1, 1] \) is the local coordinate on a master element.

The shape functions \( H_i(\eta) \) for a continuous cubic Hermite element are given by:

\[ H_1^{(1)}(\eta) = (1 - \eta)^2(2 + \eta)/4 \]  
(23)

\[ H_1^{(2)}(\eta) = (1 + \eta)^2(2 - \eta)/4 \]  
(23)

\[ H_2^{(2)}(\eta) = -\delta S/\partial \eta|_2(1 + \eta)^2(1 - \eta)/4 \]  
(23)

where the second and fourth shape functions contain the reduced Jacobian of the geometric transformation evaluated at the local functional nodes located at \( \eta = -1 \) and \( \eta = 1 \), respectively.

On a curvilinear element in two dimensions, the reduced Jacobian is given by

\[ J = \frac{\partial S}{\partial \eta} = \sqrt{\left( \frac{dx_1}{d\eta} \right)^2 + \left( \frac{dx_2}{d\eta} \right)^2} \]  
(24)

where the derivatives \( dx_1/d\eta \) and \( dx_2/d\eta \) are determined through the geometric representation used for the element.
Therefore, if as in this work, Lagrangian elements are used to approximate the geometry,
\[
\frac{dx_i}{d\eta} = \sum_{k=1}^{\text{NNG}} \frac{\partial}{\partial \eta} \hat{H}_k(\eta) x_i^{(k)}
\]  
(25)

where NNG is the total number of geometric nodes in the element, and \( \hat{H}_k \) \( (k = 1, \ldots, \text{NNG}) \) are the Lagrangian shape functions associated with the element. Since in a well-posed two-dimensional problem Hermite elements have twice the number of unknown nodal values than Lagrangian elements, it is necessary to collocate two different sets of equations at each functional node in order to be able to solve for all the unknowns. These equations are the CBIEs and the TDBIEs presented previously. This coincident collocation is possible since the CBIEs and the TDBIEs are numerically independent.

One inconvenience associated with the use of the TDBIEs is that they cannot be collocated at points on the boundary where the tangential derivatives of the field variables are not continuous, corners being the most common example of such points. As many practical problems involve this type of situation, elements capable of handling it are needed. One simple solution is to move the nodes of the Hermite element towards the interior of the element where the required continuity is guaranteed. For the sake of completeness, the shape functions for partially discontinuous and discontinuous cubic Hermite elements with two nodes are presented below.

The shape functions for the partially discontinuous element with local functional nodes located at \( \eta = -1 \) and \( \eta = 1/2 \) are given by:
\[
\begin{align*}
H_1^{(1)} & = (1 - 2\eta)^2(7 + 4\eta)/27 \\
H_2^{(1)} & = \partial S/\partial \eta^{(1)} (1 - 2\eta)^2(1 + \eta)/9 \\
H_1^{(2)} & = 4(1 + \eta)^2(5 - 4\eta)/27 \\
H_2^{(2)} & = -2 \partial S/\partial \eta^{(2)} (1 + \eta)^2(1 - 2\eta)/9
\end{align*}
\]  
(26)

For the discontinuous element with local functional nodes at \( \eta = -1/2 \) and \( \eta = 1/2 \), the shape functions are given by:
\[
\begin{align*}
H_1^{(1)} & = (1 - 2\eta)^2(1 + \eta)/2 \\
H_2^{(1)} & = \partial S/\partial \eta^{(1)} (1 - 2\eta)^2(1 + 2\eta)/8 \\
H_1^{(2)} & = (1 + 2\eta)^2(1 - \eta)/2 \\
H_2^{(2)} & = -\partial S/\partial \eta^{(2)} (1 + 2\eta)^2(1 - 2\eta)/8
\end{align*}
\]  
(27)

2.4. Computation of stresses

Consider a model where an approximation for the displacements and the tractions inside each element is available from the BEM solution. The first step in the computation of the stresses is the evaluation of the in-plane components of the stress tensor in terms of a local coordinate system. At a boundary point \( \vec{x} \) the normal stress in the normal direction, the shear stress, and normal stress in the tangential direction, can be obtained for plane strain conditions as follows:
\[
\begin{align*}
\sigma'_{11} & = t'_{1} \\
\sigma'_{12} & = t'_{2} \\
\sigma'_{22} & = \frac{1}{1-\nu} (\nu \sigma'_{11} + 2\mu \varepsilon_{zz}' - 2\mu(1+\nu)\alpha T)
\end{align*}
\]  
(28)

As can be observed, the computation of \( \sigma'_{11} \) and \( \sigma'_{12} \) is straightforward since the values for the tractions are available from the BEM solution or the boundary conditions, and the normal and tangent unit vectors can be easily obtained from the geometric representation of the boundary. However, \( \sigma'_{22} \) requires the prior computation of the normal strain in the tangential direction \( \varepsilon_{zz}' \) which is given by:
\[
\varepsilon_{zz}' = \frac{\partial u_z'}{\partial x_z}
\]  
(29)

where \( \partial u_z' / \partial x_z \) are the tangential derivatives of the displacement components. If the values of \( \partial u_z / \partial x \) at the functional nodes are not directly available from the solution of the system of equations generated by the BEM, they need to be computed through the differentiation of the functional representation for the displacements corresponding to the element. After the values of the in-plane stress components in the local coordinate system have been obtained, they can be easily transformed into the global coordinate system using the well-known transformation formula for second-order tensors:
\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix} = \begin{bmatrix}
n_1 & n_2 & -2n_1n_2 \\
n_2 & n_1 & 2n_1n_2 \\
n_1n_2 & -n_1n_2 & n_1^2 - n_2^2
\end{bmatrix} \begin{bmatrix}
\sigma'_{11} \\
\sigma'_{22} \\
\sigma'_{12}
\end{bmatrix}
\]  
(30)

where \( n_i \) are the components of the unit outward normal vector at the point of interest.

3. Formulation of the error indicators

One of the ideas that is commonly employed to formulate error indicators in different numerical methods, is to use the difference between two numerical solutions with different number of degrees of freedom to obtain an approximate measure of the error in the most accurate of the two.

Assume that a sequence of approximate solutions for the displacements \( \hat{u}_i^{(1)}(\vec{x}) \), \( \hat{u}_i^{(2)}(\vec{x}) \), \( \hat{u}_i^{(3)}(\vec{x}) \) etc. for a given problem is available, and that each one of them has more degrees of freedom than the previous one. Let \( \hat{\sigma}_{ij}^{(1)}(\vec{x}) \), \( \hat{\sigma}_{ij}^{(2)}(\vec{x}) \), \( \hat{\sigma}_{ij}^{(3)}(\vec{x}) \), etc. be the stresses corresponding to the approximate solutions for the displacements. As the number of degrees of freedom increases, it is reasonable to expect that the resulting numerical solution will get closer to the exact solution if the method is converging to the latter. That
is, if the sequence will converge to the exact solution as the number of degrees of freedom increases indefinitely, then:

$$|\sigma_{ij}(\tilde{x}) - \tilde{\sigma}_{ij}^{[n]}(\tilde{x})| \to 0 \text{ as } n \to \infty$$

(31)

where $\sigma_{ij}(\tilde{x})$ is the analytical solution and $\tilde{\sigma}_{ij}^{[n]}(\tilde{x})$ corresponds to a numerical solution that has more degrees of freedom than $\tilde{\sigma}_{ij}^{[n-1]}(\tilde{x})$.

If this is the case, then two different approximate solutions in the sequence must approach arbitrarily close to each other, that is

$$|\tilde{\sigma}_{ij}^{[m]}(\tilde{x}) - \tilde{\sigma}_{ij}^{[n]}(\tilde{x})| \to 0 \text{ as } n, m \to \infty$$

(32)

since

$$|\sigma_{ij}(\tilde{x}) - \tilde{\sigma}_{ij}^{[n]}(\tilde{x})| + |\sigma_{ij}(\tilde{x}) - \tilde{\sigma}_{ij}^{[m]}(\tilde{x})|$$

$$\geq \left| (\sigma_{ij}(\tilde{x}) - \tilde{\sigma}_{ij}^{[n]}(\tilde{x})) - (\sigma_{ij}(\tilde{x}) - \tilde{\sigma}_{ij}^{[m]}(\tilde{x})) \right|$$

$$= |\tilde{\sigma}_{ij}^{[m]}(\tilde{x}) - \tilde{\sigma}_{ij}^{[n]}(\tilde{x})|$$

(33)

The two solutions with different number of degrees of freedom can be chosen almost arbitrarily as long as they fulfill the basic requirements for convergence. One convenient approach is to choose any first solution and select as the second one, one with twice the number of degrees of freedom. This approach has been successfully used by Rencis and Mullen [28,29] and more recently by Rodríguez and Power [30], both using Lagrangian elements to obtain both solutions. Another possible approach is to use Lagrangian elements to obtain the first solution and then use Hermite elements to obtain the second one. For elements having the same number of functional nodes, in two-dimensional problems the Hermite elements have twice the number of degrees of freedom than the Lagrangian ones, making the comparison possible.

Despite the effectiveness of using the difference between two numerical solutions to obtain a measure of the error, the use of this technique could be inefficient when implementing it as part of an adaptive meshing scheme. As two BEM solutions are needed at every step of the adaptive process, the computational time involved could become excessive. At some extent, some proposals exist to reduce this computational cost. One is the use of $h$-hierarchical functions (see Ref. [20]). Another approach is to consider that the desired values of the solution on all those elements whose computed error is below a certain prescribed value are obtained from previous analyses (see Ref. [30]).

For certain problems, or under some circumstances, it may be more useful to measure the error in the tangential derivatives of the field variables rather than in the field variables themselves. In those cases, Muci-Küchler et al., [27] and Muci-Küchler and Miranda-Valenzuela [19] have shown that when Hermite elements are used, it is possible to eliminate the need of performing two different BEM solutions at each step of the adaptive process. Since the Hermite elements involve in their formulation the nodal values of the field variables and their tangential derivatives, it is possible to obtain two different approximate solutions for the tangential derivatives from only one analysis with Hermite elements. The first solution is obtained through the use of the functional representation for the Hermite elements, which contains the nodal values of the tangential derivatives of the field variables that were obtained directly from the BEM. The second one is obtained through the use of the nodal values of the field variables and the differentiation of Lagrangian shape functions.

This procedure of comparing the two solutions obtained from one analysis with Hermite elements could be seen, in a sense, as ‘equivalent’ to solve a model composed of Lagrangian elements, ‘enriching’ the elements to become Hermite elements, and solving the new model. Then, the results for the tangential derivatives of the field variables, or associated quantities such as stresses, obtained from both models are compared on an ‘element by element’ basis. An advantage of the approach used here is that the absence of an analysis with Lagrangian elements makes the computation of the error indicator extremely fast. Fig. 2 shows this idea graphically for the case of the heat conduction problem.

The numerical solution of the problem under consideration is done in two parts since the heat conduction and thermoelastic equations are solved in two different analyses. The heat conduction problem is solved first. Then, its results are substituted into the thermoelastic model and the latter is solved. This gives the opportunity to use independent error indicators for each problem.

### 3.1. Heat conduction problem

For the heat conduction problem, the idea behind the error indicator is to measure the difference between the two numerical solutions for the value of the tangential derivative of the temperature or the normal heat flux, depending on the
boundary conditions imposed on the element (see Ref. [27] for more details). As a rule, always the difference will be measured in terms of the quantity that was obtained from the solution of the system of equations generated by the BEM.

Let \( m^h \) denote the value of the tangential derivative of \( w \) (\( w \) being the temperature or normal heat flux) for the standard solution with Hermite elements. For a given point \( \eta \) inside an element (\( \eta \in [-1, 1] \)), the value of \( m^h(\eta) \) can be computed as follows:

\[
m^h(\eta) = \frac{\partial w}{\partial s}(\eta) = \frac{1}{J(\eta)} \sum_{n=1}^{\text{NN}} \left[ \frac{\partial H_n^{(1)}(\eta)}{\partial \eta} w^{(n)} - \frac{\partial H_n^{(2)}(\eta)}{\partial \eta} \left( \frac{\partial w^{(n)}}{\partial s} \right) \right]
\]

(34)

where \( \text{NN} \) is the number of functional nodes in the element, \( w^{(n)} \) is the value of temperature or the normal heat flux at node \( n \), and \( J(\eta) \) is the reduced Jacobian of geometric transformation.

In a similar way, for the solution with Lagrangian elements, the value of the tangential derivative of \( w \) at point \( \eta \), namely \( m^l(\eta) \), can be expressed as follows:

\[
m^l(\eta) = \frac{\partial w}{\partial s}(\eta) = \frac{1}{J(\eta)} \sum_{n=1}^{\text{NN}} \left( \frac{\partial \hat{H}_n(\eta)}{\partial \eta} w^{(n)} \right)
\]

(35)

where \( \hat{H}_n \) is the Lagrangian shape function associated with node \( n \).

It is important to recall that if the point of interest is located at a functional node, the Hermite solution does not require the use of Eq. (34). This is because the values of \( \partial w/\partial s \) at the functional nodes are obtained directly from the BEM solution. However, for the solution with Lagrangian elements, Eq. (33) is always used since these elements do not provide the values of \( \partial w/\partial s \) directly.

One convenient way of measuring the difference between \( m^h(\eta) \) and \( m^l(\eta) \) on an element is to compute, in the \( L_2 \) norm, the difference between both quantities

\[
\lambda_m^{(e)} = \left\{ \int_{-1}^{1} \left[ m^h(\eta) - m^l(\eta) \right]^2 J(\eta) \, d\eta \right\}^{1/2}
\]

(36)

Another way of measuring the difference between \( m^h \) and \( m^l \) on an element is to compute the \( L_2 \) norm of the values of that difference at a discrete number of sample points distributed along the element. In this way, the error indicator is given by

\[
\lambda_m^{(e)} = \left( \sum_{k=1}^{K} \left[ m^h(\eta_k) - m^l(\eta_k) \right]^2 \right)^{1/2}
\]

(37)

where \( K \) is the number of sample points selected, and \( \eta_k \) is the local coordinate associated with the \( k \)th sample point.

This formulation is a general case of the one presented in Ref. [27] since it is suitable for Hermite elements with more than two nodes. As expected, it can be shown that Eq. (37) reduces to the expressions presented in that reference for the case of Hermite elements with two nodes.

The choice of using either summations or integrals to compute the error indicators is basically given in terms of computational cost. The use of integrals is usually more robust but in general involves a higher computational cost. The use of summations usually offers a lower computational cost, but some reliability in the computation of the error indicator may be compromised. For most analyses, the use of error indicators based on integrals computed using from 6 to 8 Gaussian points seems to provide a good balance between reliability and cost. All the examples presented in this work were performed under this scheme. If the reader is interested in reviewing some results obtained through the summation approach, Muci-Küchler et al. [27], Muci-Küchler and Miranda-Valenzuela [19], and Miranda-Valenzuela et al. [31] present some examples for the potential, elastostatic, and thermoelastic problems, respectively.

### 3.2. Thermoelastic problem

From Eq. (28) it is clear that for the thermoelastic problem the computation of the stresses depends on the following quantities: the unit normal and tangent vectors at the point of interest, two tractions, two tangential derivatives of the displacements, and the temperature. Since the unit normal and tangent vectors depend only on the geometry of the boundary, they will be the same for both solutions because they share the same geometric representation. On the other hand, in general, the values of the tractions, tangential derivatives of the displacements, and temperature, will be different since the computation of those quantities requires the use of the shape functions. The only case in which the tractions and the temperature will have the same values is when the point of interest is located at a functional node since the use of the shape functions is not required for their computation.

Recalling the ideas presented for the heat conduction problem, it is equally possible to obtain two different numerical solutions for the stresses from a single analysis with Hermite elements. Again, the first solution is the standard solution with Hermite elements, whereas the second one is obtained using the conventional degrees of freedom of the Hermite element (displacements, tractions, and temperature) together with Lagrangian shape functions (see Fig. 3).

Hermite elements recover directly from the BEM solution the nodal values of \( \partial u/\partial s \). If the values for the tangential derivatives of the displacements are needed at locations other than the functional nodes, they can be obtained through the differentiation of the Hermitian shape functions:

\[
\frac{\partial u_i(\eta)}{\partial s} = \frac{1}{J(\eta)} \sum_{n=1}^{\text{NN}} \left( \frac{\partial H_n^{(1)}(\eta)}{\partial \eta} u_i^{(n)} + \frac{\partial H_n^{(2)}(\eta)}{\partial \eta} \frac{\partial u_i^{(n)}}{\partial s} \right)
\]

(38)

For the Lagrangian solution, the values for the tangential derivatives of the displacements must always be computed
in that specific component of the stress tensor. Furthermore, the user could measure the error in the von Mises stress, the maximum shear stress, or the maximum or minimum principal stress. These stresses are commonly used in the design of mechanical components.

4. Adaptive meshing implementation

4.1. Mesh improvement

Once the error indicators $\lambda_{m}^{(e)}$ for the heat conduction problem and $\lambda_{\sigma}^{(e)}$ for the thermoelastic one have been defined, the next step is to specify how the mesh will be improved and under which criteria.

In essence, the decision of when to improve an element is based solely on the comparison of the value for its error indicator against a predetermined reference value selected by the user. This reference value can be either an absolute value or a relative one. An absolute reference value is one that is specified without using the values of the error indicator for the elements in the mesh. However, a relative reference value is one that is established based on the values of the error indicator for the elements in the mesh.

Two examples of absolute reference values are: 5% of the maximum applied traction, and 1% of the maximum value expected for the von Mises stress on the model. Examples of relative reference values are: 0.7 times the maximum value for the error indicator for the elements in the mesh, and the average value for the error indicator for the elements in the mesh.

In case the user/analyst wants to specify a relative reference value, in some cases it is useful to obtain an average index using the values for the error indicator corresponding to each one of the elements in the mesh. The average index can be obtained as:

$$\tau = \frac{1}{\text{NE}} \sum_{e=1}^{\text{NE}} \lambda^{(e)}$$

where NE is the total number of elements in the mesh.

In the same manner, it can be useful to normalize the values for the error indicator with respect to the maximum value for this quantity in the mesh:

$$\hat{\lambda}^{(e)} = \frac{\lambda^{(e)}}{\max(\lambda^{(e)})}$$

From the previous discussion, three basic schemes to decide when to improve an element could be considered:

- Improve all those elements whose value for $\lambda^{(e)}$ is greater than the average index $\tau$.
- Compare the value of $\hat{\lambda}^{(e)}$ with a constant $\alpha$ in the range $[0,1]$ and improve all those elements whose value of $\hat{\lambda}^{(e)}$ is greater than $\alpha$.
- Compare the value of $\hat{\lambda}^{(e)}$ with a given reference value and improve all those elements with an error indicator greater than the specified reference value.

Where $t_{i}(\gamma)$ is the traction computed through the functional representation only if the point of interest is not a functional node. Hence,

$$t_{i}(\gamma) = \sum_{n=1}^{\text{NN}} \left( H_{i}^{(n)}(\gamma) \hat{u}_{i}^{(n)} + H_{2}^{(n)}(\gamma) \frac{\partial \hat{u}_{i}^{(n)}}{\partial s} \right)$$

for the Hermite solution, and

$$t_{i}(\gamma) = \sum_{n=1}^{\text{NN}} (\hat{H}_{n}(\gamma) \hat{u}_{i}^{(n)})$$

for the Lagrangian solution.

Finally, the temperature $T$ has to be computed in a similar way as the tractions if the point of interest does not lie at a functional node.

Denoting the values of the stresses computed through the Hermite solution as $\sigma^{h}$ and the values of the stresses computed through the Lagrangian elements as $\sigma^{l}$, the error indicator for the element can be computed using the $L_{2}$ norm as:

$$\lambda_{\sigma}^{(e)} = \left\{ \int_{-1}^{1} [\sigma^{h}(\gamma) - \sigma^{l}(\gamma)]^{2} J(\gamma) \, d\gamma \right\}^{1/2}$$

Of course, the $L_{2}$ norm can be used instead if desired.

Until now, nothing has been said about which specific stress component is considered in Eq. (42). Although any stress component can be used, it must be mentioned that, in general, different stresses may lead to different results. This opens the possibility for choosing a specific stress component if the analyst is particularly interested in the error through the differentiation of the shape functions:

$$\frac{\partial u_{i}}{\partial s} = \frac{1}{J(\gamma)} \sum_{n=1}^{\text{NN}} \left( \frac{\partial \hat{H}_{n}(\gamma)}{\partial \gamma} \hat{u}_{i}^{(n)} \right)$$

(39)

Fig. 3. Obtention of the second “reduced” solution from the solution with Hermite elements in the thermoelastic problem.
Since in this work the heat conduction analysis is carried out first and the thermoelastic analysis is carried out later, the improvement criterion has to be applied twice, once for each problem.

It is important to notice that if the model has subregions, it may be necessary to do additional computations to select which elements are to be improved. This is true especially for elements lying on an interface between subregions that have different properties as more than one value for the error indicator will be available.

In what follows, the different cases are discussed in detail.

4.1.1. Heat conduction problem

The heat conduction problem presents some difficulties as error indicators can be given in terms of the tangential derivatives of temperature or the normal heat flux, two quantities that cannot be compared directly.

For convenience, in what follows the error indicators based on $\partial T/\partial s$ will be denoted as $\lambda_T$ whereas the error indicators based on $\partial q/\partial s$ will be denoted as $\lambda_q$. As both errors have different units, in general two reference values should be given, one for each error indicator (it should be noted however, that is possible to treat both errors in an unified manner [17]).

Four cases are to be considered:

1. The reference values are absolute and the element is lying on the boundary. This case involves only one value to be considered, $\lambda_T$ or $\lambda_q$, depending on the boundary conditions imposed on the element.

2. The reference values are absolute and the element is lying on an interface. Here, two values are available: $\lambda_T$ and $\lambda_q$. First, both errors are compared with their corresponding reference value. The one with the larger relative value will be taken as representative for the element.

3. The reference values are relative and the element is lying on the boundary. In this case, the error to be considered may be $\lambda_T$ or $\lambda_q$ depending on the boundary conditions imposed on the element. The error indicator being considered should be normalized using the maximum value for the error indicator for the same quantity on the subregion to which the element belongs. Once the error indicator has been normalized, it can be used as representative for the element.

4. The reference values are relative and the element is lying on an interface. In this case four values for the error indicator are available: $\lambda_{T_i}$, $\lambda_{T_2}$, $\lambda_{q_i}$, and $\lambda_{q_2}$, where the different subindexes are used to indicate that the error indicators belong to different subregions. Although continuity and equilibrium conditions at the interface results in $\lambda_{T_i} = \lambda_{T_2}$ and $\lambda_{q_i} = \lambda_{q_2}$, each value should be treated separately since they have to be normalized independently. Each value is normalized using the maximum value of the error indicator for the same quantity on the region to which the error belongs. Once normalized, the four values are compared and the largest is taken as representative for the element.

4.1.2. Thermoelastic problem

The handling of element improvement in the thermoelastic problem is simpler since the error indicator is always given in terms of stresses. Special care must be taken at the interfaces since the values for the stresses may be different from one subregion to the other if the subregions have different material properties. Again, in general four cases are to be addressed:

1. The reference value is absolute and the element is lying on the boundary. This is the most straightforward case as only one value for the error indicator in the element is available.

2. The reference value is absolute and the element is lying on an interface. The element has two values for the error indicator, one for each subregion. The one with the larger value is taken as representative for the element.

3. The reference value is relative and the element is lying on the boundary. In this case, the element must be normalized using the maximum value for the error indicator in the subregion to which the element belongs.

4. The reference value is relative and the element is lying on an interface. The element has again two values for the error indicator, one for each subregion. Each value for the error indicator must be normalized using the maximum value of the error indicator corresponding to the elements in the subregion for which the error indicator is considered. The largest normalized value is taken as representative for the element.

If all the subregions in the model have the same material properties, the cases mentioned above can be simplified as the values for the error indicator at the interfaces no longer depend on the subregion to which they belong.

4.2. Element improvement

The procedure described above is quite general and can be applied to any element improvement scheme independently if it is $p$-, $h$-, $r$-, or any combination of them. In this work, the $h$-method is used and all those elements candidates to be improved are refined in two elements of equal size.

In order to minimize the errors related to the numerical integration, two adjacent elements cannot be much different in size. In this regard, Guiggiani [32] proposed that the ratio of the lengths of two adjacent elements must be kept in the range from 0.25 to 4. If this compatibility condition for integration is not satisfied, the larger element is refined.

Taking into account that the thermoelastic analysis is carried out once the heat conduction analysis has been performed, it is possible to have different alternatives to specify the way in which the mesh refinement process is
accomplished. Kamiya et al. [16] present two options:

Method 1 Run the adaptive process for the heat conduction problem for a certain number of times. Then, run the adaptive process for the thermoelastic problem until the selected stop criterion is met.

Method 2 Run alternatively the adaptive process for the heat conduction and the thermoelastic problems until the selected stop criterion is met.

Although both methods give satisfactory results, the second one seems more natural since there is no need to specify a number of runs for the heat conduction problem. Kamiya et al. implemented the second method improving the mesh each time an analysis was run, either heat conduction or thermoelastic. In this scheme, once the error analysis for the heat conduction problem has been performed, a new improved mesh for the thermoelastic problem is modified to match the new heat conduction mesh and the thermoelastic problem is solved. If the stop criteria is not fulfilled, then the mesh should be improved and a new iteration started.

Some enhancement to the process mentioned above can be achieved by improving the mesh only after both error analyses have been performed, that is, just one time per iteration. This can be done solving the heat conduction model and running the error analysis, but not improving the mesh immediately. Instead, a list of the elements that need to be improved is saved. This list is then used together with a similar list for the thermoelastic problem obtained after running the error analysis for this problem. The elements to be improved will be the ones that appear as candidates in any of the two lists. This improved scheme is computationally cheaper since one solution for the heat conduction problem is avoided. Yet, it provides similar results than the scheme presented by Kamiya et al. Fig. 4 shows in a schematic fashion the differences between both methods. As can be observed, the proposed method saves some steps on each iteration, making it also simpler to implement.

4.3. Stop criteria

The stop criteria for the adaptive process can be specified based on the thermoelastic model only. This is because usually the analyst is only interested in the values of the stresses. Also, in many cases, the heat conduction problem may converge faster to the analytical solution than the thermoelastic one.

To stop the adaptive process, one of the following options can be used:

1. Specify a maximum value for the average index $\tau$ in the mesh. If for any mesh the average index is smaller than the value specified by the user, the adaptive process is ended. Although this criterion is useful when the user is interested in global accuracy, it is necessary to take into account that a small average index can mask one or more elements with a large error.

2. Specify a maximum absolute value of the error indicator for the elements in the mesh. If for any mesh the error indicator in each one of the elements is smaller than the one specified by the user, the adaptive process is ended.

3. Specify a maximum value for the difference in certain variable of the problem (like displacements or stress) between to consecutive analyses. If the difference is less that the one specified by the user, the process is ended.

In addition, a limit in the number of iterations can be specified for those cases where the adaptive process is unable to fulfill the specified stop criteria after a certain number of iterations.

5. Numerical examples

To test the performance of the error indicator, three different problems were selected. The first problem is a thick wall cylinder subject to internal pressure and a temperature distribution. The second one is a square plate with a circular hole subject to a temperature field described by a 4th degree polynomial and a displacement field described by a 5th degree polynomial. Finally, a case involving a glass mold is analyzed.

5.1. Example 1: thick wall cylinder

Consider a thick-walled hollow cylinder with an inner radius $R_{in}$ and an outer radius $R_{out}$. The inner surface is maintained at a temperature $T_{int}$ and is subject to an internal pressure $p_{int}$. The outer surface is considered free of tractions and is maintained at zero temperature. The ends of the cylinder are assumed to be thermally insulated, which makes the heat conduction purely radial. In addition to this, the cylinder is considered to be long enough for plane strain conditions to apply. Fig. 5 shows the boundary value problem for the example under consideration together with the modeled region. The analytical solution for this problem can be found in Ref. [33].

For this example, and the following ones, the error indicator for the thermoelastic problem, $\lambda_m^{(\sigma)}$, was based on the von Mises stress. For the heat conduction problem, the error indicator $\lambda_m^{(\sigma)}$ was based on the tangential derivative of the normal heat flux or temperature, depending on which quantity was specified as boundary condition for the element. Error indicators were computed in the $L_2$ norm using eight quadrature points. As improvement criterion, all those elements with a value for the error indicator larger than 5% the maximum value for the quantity in which they are based ($d\sigma/dx$, $dq/ds$, or $\sigma_{ym}$) were refined in two elements of equal size. The
adaptive process was stopped when there were no more elements to refine.

Due to the axisymmetric nature of the problem, it should be expected to find most of the refinement in segments AB and CD. Also, the distribution of the elements along these two segments should be symmetric and the mesh distribution should show more elements towards points A and D, which are the points where the maximum von Mises stress occurs. Fig. 6 shows the initial and final meshes for the adaptive process, which took three steps to complete. The mesh refinement distribution shown agrees with the points mentioned above. Here it should be mentioned that the refinement that took place on the boundary $R = R_{\text{int}}$ was only due to the enforcement of the compatibility condition for integration.

Fig. 7 compares the behavior of the error indicator against the true error along the segment AB for the initial and final meshes. From the plots it is evident that the error indicator is over-predicting the actual error in the model. Although this is not desirable, the error indicator seems to point in an effective way those areas with the larger error, refining the mesh accordingly.

Fig. 8 shows the behavior of the maximum value of $\lambda^{(e)}$ and the maximum absolute value of the true error in the von Mises stress during the adaptive process. As can be observed, both the maximum error indicator and the maximum true error tend to zero as the mesh is refined.

5.2. Example 2: square plate with a circular hole

The second example is a square plate with a circular hole. The plate is subject to a temperature field that is described by a 4th degree polynomial and a displacement field corresponding to a 5th degree polynomial. The plate has the following properties: $E = 70$, $v = 0.33$, $\alpha = 23 \times 10^{-6}$, and $k = 3.86$. The value of the temperature was prescribed as boundary condition all over the boundary. Displacements and tractions were prescribed in different parts of the boundary as shown in Fig. 9.

Boundary conditions are applied in such a way that the analytical solution is given by the following polynomials:

$$T(x_1, x_2) = c_1 + c_2x_1 + c_3x_2 + c_4x_1x_2 + c_5(x_1^2 - x_2^2)$$
$$+ c_6(x_1^3 - 3x_1x_2^2) + c_7(x_2^3 - 3x_1^2x_2)$$
$$+ c_8(x_1^4 - 6x_1^2x_2^2 + x_2^4) + c_9(x_1^3x_2 - x_1x_2^3) \tag{45}$$

Fig. 4. Comparison between two different adaptive meshing implementations.

Fig. 5. Boundary value problem for Example 1.
Fig. 6. Initial and final meshes for Example 1. The meshes have 8 and 16 elements, respectively.

\[ u_1(x_1, x_2) = a_1 + a_2 x_1 + a_4 x_1^3 + a_5 x_2 + a_6 x_1 x_2 + a_8 x_1^2 + a_9 x_1 x_2 + a_{10} x_2^2 + a_{11} x_1^2 + a_{12} x_1 x_2 + a_{13} x_1 x_2^2 + a_{14} x_1^2 + a_{15} x_1 x_2^2 + a_{16} x_1 + a_{17} x_1^2 + a_{18} x_1 x_2 + a_{19} x_2 + a_{20} x_1 x_2^2 + a_{21} x_2^2 \]

\[ u_2(x_1, x_2) = a_{19} + a_{20} x_1 - \frac{a_5}{2d_1} x_1^2 + \frac{c_3 d_2}{2d_1} x_1^2 + a_{21} x_2 - 2a_6 d_1 x_1 x_2 - 2a_4 (1 + d_1) x_1 x_2 + c_3 d_2 x_1 x_2 + a_{22} \left[ x_2^2 - \frac{1 + d_1}{d_1} x_1^2 \right] + a_{10} [(1 + d_1) x_1^3 - 3d_1 x_1 x_2^2 + a_6 \left[ \frac{2 + d_1}{3} x_1^3 - (1 + d_1) x_1 x_2^2 \right] + c_4 \left[ -d_2 x_1 + \frac{d_2}{2} x_1 x_2^2 \right] + a_7 [-3(1 + d_1) x_1^2 x_2 + d_1 x_2] + c_5 \left[ d_2 x_1^2 x_2 - \frac{d_2}{3} x_1 x_2^2 \right] + a_{14} [2d_1 x_1^3 x_2 + 2(1 - d_1) x_1 x_2^2] + a_{11} [-2(2 + d_1) x_1^2 x_2 + 2(1 + d_1) x_1 x_2^2] + c_6 [d_2 x_1^3 x_2 - d_2 x_1 x_2^3] + a_{13} \left[ \frac{1 + d_1}{4} x_1^4 - \frac{3d_1}{2} x_1^2 x_2^2 - \frac{1 - d_1}{4} x_2^4 \right] \]

Fig. 7. Comparison of the absolute errors in \( \sigma_{\text{vm}} \) along segment AB for the (a) initial and (b) final meshes.

Fig. 8. Behavior of the error indicator \( \lambda_\nu^{(i)} \) and the maximum true error during the adaptive process.

Fig. 9. Boundary value problem for Example 2.
Fig. 10. Analytical solution for the flux and von Mises stress for the problem of Example 2. (a) and (c), external boundary. (b) and (d), internal boundary.
where $d_1 = 1 - 2\nu$, $d_2 = 2\alpha(1 + \nu)$ and constants $c_1$ to $c_9$ and $a_1$ to $a_{22}$ are given in Appendix A.

For this problem, the improvement criteria was to refine into two elements of equal size all those elements with a value for the error indicator larger than the average value for the same quantity. To show some of the flexibility of the error indicator formulation, this example was modeled using Hermite elements with three nodes. The adaptive process was stopped after three steps.

In this problem, the gradients of the analytical solution for the normal heat flux and the von Mises stress along the circular boundary present a more involved behavior than along the exterior boundary of the model (see Fig. 10). Therefore, it is expected that the refinement should take place mainly in the circular boundary. Fig. 11 shows the
It is clear from this figure that the most of the refinement took place on the circular boundary.

Fig. 12 compares the behavior of the true and estimated error in the von Mises stress for the elements lying along the circular boundary of the final mesh. It can be easily appreciated that, although the error indicator fails to estimate the error correctly in some elements, in general the error indicator provides a fairly good approximation. Taking into account the low computational cost of the error indicator, its performance is quite attractive for driving adaptive processes.

In Fig. 13 the behavior of the maximum value of $\lambda^{(e)}$ and the maximum value of the true error in the von Mises stress during the adaptive process is shown. As should be expected, both quantities diminish with each iteration and become closer to each other as the mesh is refined.

5.3. Example 3: glass mold

The third example is a simplified model of a glass mold. In the glass molding process it is necessary to keep the mold cool to avoid permanent deformation. This is generally achieved by drilling cooling holes in the mold. In this example, both the glass and the mold will be modeled considering the following simplifications:

- A steady state, plane strain problem.
- The glass has a linear behavior.
- The glass and the mold are perfectly coupled.
- The cooling holes are kept at a constant temperature.

The problem is modeled using two subregions, one for the cast iron mold and one for the glass (see Fig. 14). The material properties considered are as follows. For the glass: $E = 80$ GPa, $\nu = 0.27$, $\alpha = 6 \times 10^{-6}$ K$^{-1}$, and $k = 1.4$ W/mK. For the mold: $E = 175$ GPa, $\nu = 0.26$, $\alpha = 13 \times 10^{-6}$ K$^{-1}$, and $k = 10$ W/mK. For the discretization of the boundary, Hermite elements with two nodes were used to approximate the field variables, whereas linear and cubic Lagrangian elements were used to approximate the geometry.

The initial and final meshes for this problem are shown in Fig. 15. For this problem the improvement criteria was to refine in two elements of equal size all those elements with a
value for the error indicator larger than the average value for the same quantity. For this particular problem the “compatibility condition for integration” was not applied in order to consider the refinement due to the error distribution only. The adaptive process was stopped after three steps.

From the final mesh it can be observed that the refinement took place along the boundaries of the cooling holes and on the boundaries \( x_1 = 0 \) and \( x_2 = 0 \). There is also some refinement at the interface between the glass and the mold. The refinement along the boundaries of the cooling holes is due to the high gradients in the normal heat flux that these boundaries have. Although the refinement of the three holes should be symmetric with respect to the line \( \theta = 45^\circ \), small errors in the approximation of the geometry seem to affect the computation of the error indicator, creating a slightly different refinement pattern. The refinement along the boundaries \( x_1 = 0 \) and \( x_2 = 0 \) is symmetric as should be expected with finer elements in the glass region where the gradients in the temperature and von Mises stress are higher. Fig. 16 shows the behavior of the maximum value for the error indicator at each step of the adaptive process.

6. Conclusions

In this work, an alternative for the implementation of adaptive meshing for two-dimensional thermoelastic problems using Hermite elements was presented. The fact that Hermite elements provide a convenient formulation for the computation of error indicators was exploited to lead adaptive processes aimed at improving the quality of the numerical solution obtained by the BEM. Two different error indicators were used since the thermoelastic analysis in its uncoupled fashion was considered. This approach gave the opportunity to measure the error in the heat conduction and thermoelastic solutions separately, which keeps the process simple. For the heat conduction problem, a new more general formulation for the computation of error indicators for Hermite elements was developed. In addition, a convenient alternative in the way in which the adaptive process may be controlled has been presented. This scheme is simpler and computationally cheaper than other alternatives and yet provides similar results to the ones that are obtained using schemes that are more sophisticated. Finally, all the error analysis is done as a post-processing activity which makes it possible to implement the formulation presented here in existing codes that use Hermite elements without the need of extensive modifications to them.
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Appendix A

The temperature distribution in Eq. (45) satisfies the Laplace equations if the following values for the constants...
The displacement distribution in Eqs. (46) and (47) satisfy Navier’s equations if the temperature distribution in Eq. (45) is employed, the following material properties are used

\[
\nu = 0.33 \quad \alpha = 23 \times 10^{-6}
\]  

(A2)

and the following values for the constants \(a_1\) to \(a_{22}\) are considered:

\[
\begin{align*}
 a_1 &= 1794.06 & a_2 &= -936.629 & a_3 &= -326.44 \\
 a_4 &= 143.449 & a_5 &= 417.452 & a_6 &= -117.036 \\
 a_7 &= -4.53626 & a_8 &= -76.5294 & a_9 &= -43.7022 \\
 a_{10} &= 32.8545 & a_{11} &= -0.506191 & a_{12} &= 3.70973 \\
 a_{13} &= 0.0654636 & a_{14} &= -2.72739 & a_{15} &= 0.0340007 \\
 a_{16} &= -0.064768 & a_{17} &= 0.0870474 & \\
 a_{18} &= 0.0779335 & a_{19} &= -887.189 & a_{20} &= 458.445 \\
 a_{21} &= 684.417 & a_{22} &= -150.395
\end{align*}
\]  

(A3)

c_1 to \(c_9\) are considered:

\[
\begin{align*}
 c_1 &= 1202.91 & c_2 &= 509.612 & c_3 &= 218.803 \\
 c_4 &= 178.535 & c_5 &= 437.947 & c_6 &= 2.75 & (A1) \\
 c_7 &= 8.50107 & c_8 &= 0.46933 & c_9 &= 0.27756
\end{align*}
\]
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