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#### Abstract

We perform a numerical optimization of the first ten nontrivial eigenvalues of the Neumann Laplacian for planar Euclidean domains. The optimization procedure is done via a gradient method, while the computation of the eigenvalues themselves is done by means of an efficient meshless numerical method allowing for the computation of the eigenvalues for large numbers of domains within a reasonable time frame. The Dirichlet problem, previously studied by Oudet using a different numerical method, is also studied and we obtain similar (but improved) results for a larger number of eigenvalues. These results reveal an underlying structure to the optimizers regarding symmetry and connectedness, for instance, but also show that there are exceptions to these preventing general results from holding.
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## 1 Introduction

The complexity of some of the problems encountered within the scope of the spectral theory of the Laplace and related operators has recently spanned an interest in the development and usage of numerical methods allowing for
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the processing of a large number of domains. Examples of this are not only the ability to provide compelling numerical evidence in the case of long standing conjectures, but also to allow the formulation of new conjectures relating different spectral and geometric quantities in ways which we believe to be beyond the reach of current analytic methods. Two examples of this approach may be found in [1] and [2], in relation to bounds for the first Dirichlet eigenvalue and the spectral gap conjecture, respectively. In these examples the optimal domains, that is, the domains for which one has equality in the inequalities studied, are the ball and the infinite strip. However, in many shape optimization problems, it is not to be expected in general that the optimizer be a domain whose boundary can be described explicitly in terms of known functions. Perhaps the best example of this is the problem of minimizing the second Dirichlet eigenvalue of the Laplace operator subject to a convexity constraint. In this case, and for a long time, the convex hull of two identical tangent disks (the stadium) was thought to be the minimizer. Recently, Henrot and Oudet disproved it by showing that the optimizer cannont contain arcs of circles [3]. Thus, on the one hand, it is now known that the stadium is not the minimizer for this problem and, on the other hand, there is no good candidate to replace it, in the sense that the boundary of the optimizer is not expected to be known in analytic form. Thus, what one may expect to obtain are qualitative characterizations, and to prove basic properties of the minimizer, such as symmetries and whether or not the boundary contains line segments, for instance, the latter being a natural result of a convex restriction.

In this respect, robust precise numerical optimization plays an important role not only in providing an idea of the shape of optimizers (in the example above, that the minimizer is indeed close to the stadium), but also giving an indication as to whether the properties mentioned above are expected to hold or not [4].

Part of the purpose of the present paper falls thus into the spirit of the above paragraphs. By performing a numerical optimization of low eigenvalues of the Dirichlet and Neumann Laplacians, it is our objective, more than to just obtain candidates for the optimizers, to provide a panorama of the results for these two problems and of the properties satisfied by the corresponding optimizers. Thus, the aim of this work is to contribute to uncovering the underlying structure of this classical optimization problem which is far from being well-understood. This includes multiplicities, symmetries and connectivity properties of optimizers, for instance, suggesting conjectures and giving indications for possible future lines of research.

Another important point here is to show that the simplicity and very fast convergence of the numerical methods used make them quite appropriate for dealing with a large number of domains while keeping the accuracy within the required levels.

The plan of the paper is as follows. The eigenvalue problems together with some useful basic results are stated in the next section, while the optimization procedure is described in Section 3. This consists of a mixture of several methods which include a genetic algorithm to get the process started, a classical gradient method to approach the optimizers, and finally some specific ad hoc methods to deal with problems such as multiplicities. This section also includes another important ingredient which is the way in which the domains in question are described analytically. While in the case of the optimization carried out in [4] this was done via level sets, here we have opted for a different
representation which is based on a truncated Fourier series of the boundary, as described in Section 3.2.1. Although this restricts the numerical optimization to star-shaped domains, the optimization procedure never approached sets which were not strictly star-shaped with respect to some point. This gives a clear indication that, except when the optimal domain is not connected such as is the case for the second and fourth Neumann eigenvalues, for instance, the optimizers should be star-shaped. Sections 4 and 5 then present the results of the process in the Neumann and Dirichlet cases, respectively, while a discussion of the results obtained is given in the last section. The Appendix contains a list of the coefficients describing the boundary of each of the domains found numerically.

## 2 The eigenvalue problems

Let $\Omega \subset \mathbb{R}^{2}$ be a bounded domain not necessarily connected. We will consider the Dirichlet and Neumann eigenvalue problems,

$$
\begin{align*}
& \begin{cases}\Delta u_{i}+\lambda_{i} u_{i}=0 & \text { in } \Omega \\
u_{i}=0 & \text { on } \partial \Omega\end{cases}  \tag{1}\\
& \begin{cases}\Delta u_{i}+\mu_{i} u_{i}=0 & \text { in } \Omega \\
\partial_{n} u_{i}=0 & \text { on } \partial \Omega\end{cases} \tag{2}
\end{align*}
$$

where $\Delta$ denotes the Laplace operator and $\partial_{n}$ the derivative with respect to the outward normal derivative. It is well known $[5,6]$ that both problems have discrete spectrum diverging to infinity and satisfying

$$
0<\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \ldots
$$

and

$$
0=\mu_{0} \leq \mu_{1} \leq \mu_{2} \leq \mu_{3} \leq \ldots
$$

where each eigenvalue is repeated according to its multiplicity. In this paper, we will be interested in the numerical solution of the optimization problems

$$
\begin{equation*}
\lambda_{i}^{*}=\min \left\{\lambda_{i}(\Omega), \Omega \subset \mathbb{R}^{2},|\Omega|=1\right\}, \text { for } i=1,2, \ldots \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{i}^{\star}=\max \left\{\mu_{i}(\Omega), \Omega \subset \mathbb{R}^{2},|\Omega|=1\right\}, \text { for } i=1,2, \ldots \tag{4}
\end{equation*}
$$

Some of these shape optimization problems for low values of $i$ have already been solved. The first Dirichlet eigenvalue is minimized by the ball, as proven by Faber and Krahn [7, 8]. The second Dirichlet eigenvalue is minimized by two balls of the same area. This result follows directly from the minimization of the first eigenvalue and is usually
attributed to Szegö [9], but was already published by Krahn [10]. It has long been conjectured that the ball minimizes $\lambda_{3}$, but there has not been much progress in this direction. For higher eigenvalues, in fact, not even existence of minimizers has been proven [6]. For the Neumann problem, we know that the ball maximizes $\mu_{1}$. The result had been conjectured by Kornhauser and Stakgold in [11] and was proved by Szegö in [12] for Lipschitz simply connected planar domains and generalized by Weinberger in [13] to arbitrary domains, and any dimension. More recently, Girouard, Nadirashvili and Polterovich proved that the maximum of $\mu_{2}$ among simply connected bounded domains is attained by two disjoint balls of equal area [14].

Taking the above scenario into account, one might expect the optimization problems (3) and (4) to have the same solutions in the sense that the set which minimizes a specific Dirichlet eigenvalue would also maximize the corresponding Neumann eigenvalue. However, it is sufficient to look at the third eigenvalue to convince ourselves that the solutions of both problems are not always the same. As mentioned above, it is conjectured that the third Dirichlet eigenvalue is minimized at the ball $[15,4,16]$. However, the ball cannot be the solution for the Neumann problem with $\mu_{3}$. Indeed, there exist rectangles for which the third Neumann eigenvalue is larger than the corresponding value of the ball. Denoting by $\mathcal{B}$ the ball with unit area and by $\mathcal{R}$ a rectangle with unit area and for which the ratio of the lengths of the sides is $\sqrt{3}$, we have

$$
\mu_{3}(\mathcal{B}) \approx 29.308<29.610 \approx 3 \pi^{2}=\mu_{3}(\mathcal{R})
$$

Now we note that we can obtain problems which are equivalent to (3) and (4) while avoiding the area constraint. We know that, if $(t \Omega)$ denotes the scaling of $\Omega$ by a factor of $t$, then the eigenvalues satisfy

$$
\lambda_{k}(t \Omega)=t^{-2} \lambda_{k}(\Omega)
$$

Therefore, problems (3) and (4) are respectively equivalent to the optimization problems

$$
\begin{equation*}
\lambda_{i}^{*}=\min \left\{\lambda_{i}(\Omega)|\Omega|, \Omega \subset \mathbb{R}^{2}\right\}, \text { for } i=1,2, \ldots \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{i}^{\star}=\max \left\{\mu_{i}(\Omega)|\Omega|, \Omega \subset \mathbb{R}^{2}\right\}, \text { for } i=1,2, \ldots \tag{6}
\end{equation*}
$$

which are easier to handle numerically. The existence of a minimizer for the Dirichlet problem (5) in the class of quasi-open sets contained in a bounded box was obtained in [17]. Extremal problems in starlike sets were considered in [18], with extra restrictions on the perimeter and inradius. Some partial results for question of existence of a maximizer of the Neumann problem (6) have also been obtained, but the proof of the existence of an open set that maximizes the $i$-th Neumann eigenvalue remains an open problem for $i \geq 3$ [6].

A very useful mathematical tool when dealing with optimization problems of this type is the Wolf-Keller theo-
rem [16], which allows us to deal with disconnected sets in a simple way. The extension to the Neumann case is due to Poliquin and Roy-Fortin [19].

Theorem 2.1. Let $\Omega_{i}^{*}$ and $\Omega_{i}^{\star}$ be disconnected sets for which $\lambda_{i}^{*}=\lambda_{i}\left(\Omega_{i}^{*}\right)\left|\Omega_{i}^{*}\right|$ and $\mu_{i}^{\star}=\mu_{i}\left(\Omega_{i}^{\star}\right)\left|\Omega_{i}^{\star}\right|$. Then

$$
\begin{aligned}
& \lambda_{i}\left(\Omega_{i}^{*}\right)=\min _{1 \leq j \leq(i-1) / 2}\left(\lambda_{j}^{*}+\lambda_{i-j}^{*}\right), \\
& \mu_{i}\left(\Omega_{i}^{\star}\right)=\max _{1 \leq j \leq(i-1) / 2}\left(\mu_{j}^{*}+\mu_{i-j}^{*}\right) .
\end{aligned}
$$

The following result, which was recently proved by Colbois and El Soufi [20], will allow us to partially check the validity of our results.

Theorem 2.2. The optimal eigenvalues $\lambda_{j}^{*}$ and $\mu_{j}^{*}$ satisfy

$$
\lambda_{j+1}^{*}-\lambda_{j}^{*} \leq \pi j_{01}^{2} \approx 18.168, j=1,2, \ldots
$$

and

$$
\mu_{j+1}^{*}-\mu_{j}^{*} \geq \pi j_{11}^{2} \approx 10.65, j=1,2, \ldots
$$

In particular, we will see that the main difference between the domains found by us and those in [4], namely the minimizer of $\lambda_{7}$, is that the corresponding optimal value is now in agreement with the above restriction, while that was not the case for the domain given in [4] - see Section 5 below.

## 3 General description of the optimization procedure

The computational procedure for solving the optimization problem is, as usual, divided in two steps. The first, the so-called direct problem, consists of calculating some of the eigenvalues of a given domain. The other step is the optimization procedure of determining a domain which optimizes some quantity involving the eigenvalues of the Laplacian. In this work, we will use the Method of Fundamental Solutions (MFS) [21, 22] for solving the direct problem, while the optimization procedure is performed with a genetic algorithm [23] and a gradient method [24, 25].

### 3.1 Solving the direct problem

The direct problem can be solved by any numerical method for partial differential equations, such as classical methods with finite differences, finite elements or the boundary element method, for example. We will use the MFS which is very attractive for solving shape optimization problems. The MFS is a meshless numerical method which thus avoids the construction of a mesh at each iteration. This is an expensive computational task used by several numerical methods, as the finite element method, for instance. On the other hand, the MFS solves the eigenvalue problems with
high accuracy [22]. In particular, it provides accurate approximations for the gradients of the eigenfunctions on the boundary, which is crucial for the robustness and fast convergence of the gradient method.

We describe the application of the MFS briefly and refer to [22] for details. Let $\Omega \subset \mathbb{R}^{2}$ be a domain with smooth boundary $\Gamma=\partial \Omega$. Note that the eigenvalue problem (1) is equivalent to the eigenfrequency problem with the Helmholtz equation,

$$
\left\{\begin{array}{cl}
\Delta u_{i}+\kappa_{i}^{2} u_{i}=0 & \text { in } \Omega  \tag{7}\\
u_{i}=0 & \text { on } \Gamma
\end{array}\right.
$$

with $\lambda_{i}=\kappa_{i}^{2}$, and in a similar fashion for the Neumann eigenvalue problem where $\mu_{i}=\kappa_{i}^{2}$. We take the fundamental solution of the Helmholtz equation

$$
\begin{equation*}
\Phi_{\kappa}(x)=\frac{i}{4} H_{0}^{(1)}(\kappa\|x\|) \tag{8}
\end{equation*}
$$

where $H_{0}^{(1)}$ is the first Hänkel function, $\kappa$ is the frequency and $\|$.$\| denotes the euclidean norm in \mathbb{R}^{2}$. The MFS approximation for an eigenfunction is a linear combination

$$
u_{k}(x) \approx \tilde{u}(x)=\sum_{i=1}^{N} \alpha_{i} \phi_{j}(x)
$$

where

$$
\begin{equation*}
\phi_{j}=\Phi_{\kappa}\left(\cdot-y_{j}\right) \tag{9}
\end{equation*}
$$

are $N$ point sources centered at some points $y_{j}$ which are placed on an admissible source set which does not intersect $\bar{\Omega}$. By construction, the MFS approximation satisfies the partial differential equation of the problem and the coefficients are determined fitting the boundary conditions. We take $N$ collocation points on $\Gamma$, and imposing the boundary conditions of the problems, we obtain a homogenous system of equations

$$
A(\kappa) \cdot \vec{\alpha}=\overrightarrow{0}
$$

where $A(\kappa)$ is a $N \times N$ matrix that depends on $\kappa$. The numerical approximations for the eigenfrequencies are the frequencies $\kappa$ for which the matrix $A(\kappa)$ is singular. To locate them, we consider the evolution of the logarithm of the absolute value of the determinant of the system matrix which is a function of $\kappa$. The values $\kappa$ for which there exists a singularity are the numerical approximations for the eigenfrequencies. As in [22], these are calculated by the golden ratio search. The multiplicity of the eigenfrequency can then be calculated by studying the dimension of the kernel of the matrix.

Having determined an approximated eigenfrequency $\kappa$, a corresponding eigenfunction is calculated using a collo-
cation technique on $n+1$ points, with $x_{1}, \cdots, x_{n}$ on $\partial \Omega$ and a point $x_{n+1} \in \Omega$, solving the system

$$
\begin{equation*}
\tilde{u}\left(x_{i}\right)=\delta_{i, n+1}, i=1, \ldots, n+1 \tag{10}
\end{equation*}
$$

where $\delta_{i, j}$ is the Kronecker delta. This procedure excludes the zero function.

### 3.2 Solving the optimization problem

In this section, we describe the main tools we have used to build an efficient algorithm for solving the optimization problems.

### 3.2.1 Definition of the domains

We will consider the class of star shaped domains $\mathcal{D}$ whose boundary can be parameterized by

$$
\begin{equation*}
\{r(t)(\cos (t), \sin (t)), t \in[0,2 \pi[ \} \tag{11}
\end{equation*}
$$

where $r$ is assumed to be $2 \pi$-periodic continuous and strictly positive function. To approximate the function $r$, we consider $M \in \mathbb{N}$ and the expansion

$$
\begin{equation*}
r(t) \approx \tilde{r}(t)=\sum_{j=0}^{M} a_{j} \cos (j t)+\sum_{j=1}^{M} b_{j} \sin (j t) \tag{12}
\end{equation*}
$$

where the expansion coefficients $a_{j}, b_{j}$ are to be determined. Then, each point $\mathcal{C}:=\left(a_{0}, a_{1}, \ldots, a_{M}, b_{1}, b_{2}, \ldots, b_{M}\right)$ defines the boundary of a domain using (11) and (12), and thus the optimization problems (5) and (6) are solved searching for optimal points $\mathcal{C}$.

### 3.2.2 Initialization of the optimization procedure

As was already mentioned in [4], in this type of optimization problems and due to the existence of local maxima and minima, it is important to start the gradient method with a domain which is not too far from the global optimizer. As in [4], we have used a genetic algorithm to choose good candidates to initialize the iterative process. Moreover, for each eigenvalue we apply the gradient method several times starting with different domains to minimize the chance of having just a local optimizer and not the global optimizer.

### 3.2.3 The gradient method

The key ingredient for the gradient method is the Hadamard formula of derivation with respect to the domain $[6,26]$. Consider an application $\Psi(t)$ such that

$$
\Psi: t \in\left[0, T\left[\rightarrow W^{1, \infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right) \text { is differentiable at } 0 \text { with } \Psi(0)=I, \Psi^{\prime}(0)=V\right.\right.
$$

where $W^{1, \infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$ is the set of bounded Lipschitz maps from $\mathbb{R}^{N}$ into itself, $I$ is the identity and $V$ is a deformation field. We denote by $\Omega_{t}=\Psi(t)(\Omega), \lambda_{k}(t)=\lambda_{k}\left(\Omega_{t}\right)$, and by $u$ an associated normalized eigenfunction in $H_{0}^{1}(\Omega)$. If we assume that $\Omega$ be of class $C^{2}$ and $\lambda_{k}(\Omega)$ be simple, then

$$
\begin{equation*}
\left(\lambda_{k}(\Omega)|\Omega|\right)^{\prime}(0)=\int_{\partial \Omega}\left[\lambda_{k}-\left(\frac{\partial u}{\partial n}\right)^{2}|\Omega|\right] V \cdot n d \sigma \tag{13}
\end{equation*}
$$

For the Neumann case, assuming that $\Omega$ be of class $C^{3}, \mu_{k}$ be simple and $u$ be the associated normalized eigenfunction, we have

$$
\begin{equation*}
\left(\mu_{k}(\Omega)|\Omega|\right)^{\prime}(0)=\int_{\partial \Omega}\left[\mu_{k}+|\Omega||\nabla u|^{2}-\mu_{k} u^{2}|\Omega|\right] V \cdot n d \sigma . \tag{14}
\end{equation*}
$$

By (13) and (14), it is evident that the robustness of the numerical method for solving the optimization problem is related to the accuracy in the calculation of the gradient of the eigenfunction. This fact is one of the main reasons to choose the MFS as a forward solver for this type of problems. Once we have computed the gradient $d$, we have a direction along which we will determine the next point $\mathcal{C}_{n+1}$ by

$$
\mathcal{C}_{n+1}=\mathcal{C}_{n} \pm \beta d
$$

The sign $\pm$ is equal to - and + respectively in Dirichlet and Neumann cases. The step length $\beta$ determines the optimal distance along some direction defined by $d$ and is calculated using the golden ratio search [22].

### 3.2.4 The case of multiple eigenvalues

As was reported in [4], when applying the gradient method, we must deal with multiple eigenvalues. Moreover, a priori we do not know which is the multiplicity at the optimal domain. In the Dirichlet case, for every $i>1$ we start minimizing the quantity $|\Omega| \lambda_{i}(\Omega)$. As soon as we obtain $|\Omega| \lambda_{i-1}$ too close to $|\Omega| \lambda_{i}$,

$$
|\Omega|\left(\lambda_{i}-\lambda_{i-1}\right)<\epsilon
$$

for some parameter $\epsilon$, we modify the cost function and try to minimize

$$
|\Omega|\left(\delta_{i} \lambda_{i}+\delta_{i-1} \lambda_{i-1}\right)
$$

for a suitable choice of constants $\delta_{i}$ and $\delta_{i-1}$ which may be adjusted to ensure the convergence of the numerical method. Then, once we have

$$
|\Omega|\left(\lambda_{i}-\lambda_{i-1}\right)<\epsilon \text { and }|\Omega|\left(\lambda_{i-1}-\lambda_{i-2}\right)<\epsilon,
$$

we change the cost function to

$$
\begin{equation*}
|\Omega|\left(\delta_{i} \lambda_{i}+\delta_{i-1} \lambda_{i-1}+\delta_{i-2} \lambda_{i-2}\right) \tag{15}
\end{equation*}
$$

and continue applying this process, adding more eigenvalues to the linear combination which defines the cost function, until we find the optimizer and the multiplicity of the corresponding eigenvalue. This kind of procedure can be related to penalty methods. For example, another good strategy would be the use of a logarithmic barrier method [24]. Instead of minimizing the cost function (15), we could solve a sequence of minimization problems of the objective function

$$
\begin{equation*}
|\Omega|\left(\lambda_{i}+\omega_{i-1} \log \left(\lambda_{i}-\lambda_{i-1}\right)+\omega_{i-2} \log \left(\lambda_{i-1}-\lambda_{i-2}\right)\right), \tag{16}
\end{equation*}
$$

for decreasing values of $\omega_{i-1}$ and $\omega_{i-2}$. The process in the Neumann case is analogous.

## 4 The Neumann problem

In this section, we present the main results obtained with our numerical algorithm for solving the optimization problem (6). Figure 1 shows the connected optimizers for $\mu_{i}, \mathrm{i}=3,4, \ldots, 10$ obtained in this way. Note that, because of the way in which the boundary of the domain is defined (cf. Section 3.2.1), the coefficients $a_{j}, b_{j}$ are not determined uniquely, in the sense that different coefficients may correspond to the same domain after a rigid transformation. Moreover, this definition of the boundary restricts the optimization to star-shaped domains with respect to the origin of the polar coordinates. This restriction could be a handicap for the algorithm if, at some step in the iterative process, the origin became too close to the boundary of the domain, or if a ray connecting the origin to another point on the domain became tangent to the boundary. In the first case, it might become necessary to perform a change of variables to move the origin, while in the second it might just mean that the optimizer is not star-shaped, at least with respect to the origin being considered. However, this was not necessary in the optimizations under consideration. The optimal coefficients that were calculated correspond to domains which have the origin sufficiently far from the boundary. Each picture of an optimizer that we show in Figure 1 was obtained after a suitable rotation. We also recall that the optimization is performed within the class of star shaped domains as described in Section 3.2.1. In particular, our algorithm does not include the case of disconnected sets. However, using Theorem 2.1, it is possible to include the disconnected case in our study, because if some eigenvalue $\mu_{i}$ is maximized for some disconnected set $\Omega_{i}^{\star}$, then $\Omega_{i}^{\star}$ is the union of domains belonging to the set of optimizers of lower eigenvalues. In particular, we note that $\mu_{4}$, $\mu_{5}$ and $\mu_{7}$ are not maximized by the domains obtained numerically for these specific eigenvalues, but by combinations of previous maximizers. Figure 2 shows the corresponding maximizers which were built using Theorem 2.1. In the
remaining cases, our results point to optimizers being connected.


Figure 1: The numerical connected maximizers obtained with our numerical algorithm for the Neumann eigenvalue problem (6) with $\mathrm{i}=3,4, . ., 10$.

In Table 1, we show the optimizers and the corresponding optimal value obtained via the numerical procedure described above. In all cases, the iterative process was stopped once the difference between the eigenvalue involved in the optimization and the corresponding value obtained at the previous step was small enough. This was then truncated to have two decimal digits and thus, the value which is presented is actually a lower bound for the optimal value. The optimal numerical values obtained in this way satisfy the bound of Theorem 2.2. In the cases of $\mu_{i}$, with $i=4,5,7$, for which the optimizer is disconnected, we also address the value obtained with our algorithm for the (connected) domain plotted in Figure 1. In the last column, we show the best result obtained with unions of disks calculated in [19]. Our gradient method revealed to be an effective tool for solving the optimization problems with accuracy.


Figure 2: The numerical maximizers (built using Theorem 2.1) for the Neumann eigenvalue problem (6) with $\mathrm{i}=4,5,7$.

However, when optimizing $\mu_{8}$, it did not allow to obtain two digits of accuracy that we show in the Table. Indeed, it revealed to have slow convergence in the neighborhood of the optimizer. This effect may be related to the fact that the optimizer is similar to a ball, which may imply that the cost function has a complex region of multiplicities that does not allow the gradient method to converge faster. In that case, we simply have considered random perturbations of the domain obtained by the gradient method. To define a perturbed domain $\tilde{\Omega}$, we simply pick the vector $\mathcal{C}$ defining $\partial \Omega$ and perturb each component of this vector. Denoting by $\mathcal{C}_{i}$ and $\tilde{\mathcal{C}}_{i}$ (respectively) the $i^{\text {th }}$ components of $\mathcal{C}$ and $\tilde{\mathcal{C}}$, we have considered

$$
\tilde{\mathcal{C}}_{i}=\mathcal{C}_{i}\left(1+\eta_{i}\right),
$$

where $\eta_{i}$ is a random number generated in the interval [-0.05,0.05]. Then, if the eigenvalue of $\tilde{\Omega}$ is larger than the corresponding value of $\Omega$, we define a new vector $\mathcal{C}=\tilde{\mathcal{C}}$ and repeat the process until an accuracy of two digits had been obtained.

| i | $\Omega$ | multiplicity | $\mu_{i}^{\star}$ | $\mu_{i}^{\star}(C)$ | $\mu_{i}^{\star}(U D)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $\ddots$ | 3 | $\mathbf{3 2 . 7 9}$ |  | 31.95 |
| 4 | $\bigcirc \Omega$ | 5 | $\mathbf{4 3 . 4 3}$ | 43.20 | 42.60 |
| 5 | $\ddots$ | 7 | $\mathbf{5 4 . 0 8}$ | 52.97 | 53.25 |
| 6 |  | 4 | $\mathbf{6 7 . 0 4}$ |  | 63.90 |
| 7 | $\bigcirc$ | 6 | $\mathbf{7 7 . 6 8}$ | 77.24 | 74.55 |
| 8 |  | 4 | $\mathbf{8 9 . 2 2}$ |  | 88.85 |
| 9 |  | 4 | $\mathbf{1 0 1 . 7 3}$ |  | 99.50 |
| 10 |  | 5 | $\mathbf{1 1 3 . 8 6}$ |  | 110.15 |

Table 1: The Neumann maximizers with the optimal values for $\mu_{i}^{\star}$ and the corresponding multiplicity; the last column shows the optimal value for unions of discs.

## 5 The Dirichlet problem

Now we present our results for the Dirichlet case. As stated in the Introduction, a similar numerical study using a different method had already been performed by Oudet in [4] for the first ten eigenvalues. With our method we were able to obtain better results than those presented in that study. Moreover, we propose numerical optimizers for more five eigenvalues. In Figure 3 we plot these optimizers for $\lambda_{i}, \mathrm{i}=5,6, \ldots, 15$. Except for one case, there is agreement between the optimal shapes that we obtained and those presented in [4]. The exception is related to the minimization of $\lambda_{7}$, for which the optimal shape proposed by Oudet is disconeccted and was built using the Wolf-Keller theorem. On the other hand, we have obtained the connected set which is plotted in Figure 3 and has a smaller eigenvalue. This difference between Oudet's results and ours may be related with the bound of Theorem 2.2. We note that while all our numerical optimal values satisfy that bound, Oudet's results for $\lambda_{6}^{*}$ and $\lambda_{7}^{*}$ do not. In Table 2, we show the numerical values obtained here and those obtained in [4]. In this study, we only aimed at an accuracy of two decimal digits. The MFS with an adequate choice for the point sources is a highly accurate numerical method, specially for smooth domains as those we deal with in this optimization procedure [22, 27]. We thus believe that the numerical approximations for the eigenvalues of our numerical optimizers have at least two decimal digits of accuracy, which could be confirmed using Moler-Payne Theorem [28, 22]. All the values indicated were obtained rounding up our numerical values and are thus upper bounds for the optimal value.

We remark also that with some extra computational time the method employed can easily provide more accuracy in the calculation of the optimal eigenvalue. To illustrate this, we have considered the domain optimizing $\lambda_{10}$. This has multiplicity 4 and we should thus have

$$
\lambda_{10}\left(\Omega_{10}^{*}\right)=\lambda_{9}\left(\Omega_{10}^{*}\right)=\lambda_{8}\left(\Omega_{10}^{*}\right)=\lambda_{7}\left(\Omega_{10}^{*}\right) .
$$

With our algorithm, we obtained a domain for which $\lambda_{7} \approx 142.7171281625934$ and $\lambda_{10} \approx 142.7171281626059$, the difference between the two values being $1.25 \times 10^{-11}$.

As in the Neumann case, the way in which the domains were defined, described in Section 3.2.1, restricts the numerical optimization to star-shaped domains with respect to the origin. Again, this could be a limitation if any of the situations mentioned above occurred. However, and as in the Neumann case, the coefficients calculated by our numerical algorithm correspond to domains having the origin sufficiently far from the boundary, and with no rays becoming tangent to it. To illustrate this fact, in Figure 4 we plot the numerical optimizers for $\lambda_{13}$ and $\lambda_{15}$. In both cases we mark also the origin and the center of mass of the domain.

We also note that the optimizer for $\lambda_{13}$ does not seem to have any kind of symmetry. It would be natural to assume this to be an artifact of the algorithm, due to the fact that the location of the origin of our coordinate system is far from the center of mass of the domain. However, this does not seem to be the case, as can be seen by performing a change of variables to move the origin to the center of mass and then re-start the optimization procedure. When we

| i | $\Omega$ | multiplicity | $\lambda_{i}^{*}$ | Oudet's result |
| :---: | :---: | :---: | :---: | :---: |
| 5 | $\sim$ | 2 | 78.20 | 78.47 |
| 6 |  | 3 | 88.52 | 88.96 |
| 7 |  | 3 | 106.14 | 107.47 |
| 8 |  | 3 | 118.90 | 119.9 |
| 9 |  | 3 | 132.68 | 133.52 |
| 10 |  | 4 | 142.72 | 143.45 |
| 11 |  | 4 | 159.39 | - |
| 12 |  | 4 | 172.85 | - |
| 13 |  | 4 | 186.97 | - |
| 14 |  | 4 | 198.96 | - |
| 15 |  | 5 | 209.63 | - |

Table 2: Dirichlet minimizers with the optimal values for $\lambda_{i}^{*}$ and the corresponding multiplicity.
do this, we find that the results obtained do not differ in a significant way and, in particular, the numerical optimizer for $\lambda_{13}$ remains without any symmetries.

## 6 Symmetries, multiplicities and triangular domains

An analysis of the optimizers obtained suggests several remarks and directions for future study, both numerically and analytically. One first issue is related to symmetry. It is part of the folklore of this subject that optimizers should have some sort of symmetry. Although this seems to be the case in most situations, we found one example, $\lambda_{13}$, for which there seems to be no symmetry involved. Due to the high multiplicies involved and to the complexity of the optimization procedure we can't, of course, ensure that there does not exist another domain - which does not necessarily have to be close to this one - for which $\lambda_{13}$ is lower than the one given here. We have considered the optimization of $\lambda_{13}$ among domains which are symmetric by reflection with respect to some line. Instead of the expansion (12), we have considered

$$
\begin{equation*}
r(t) \approx \tilde{r}(t)=\sum_{j=0}^{M} a_{j} \cos (j t) \tag{17}
\end{equation*}
$$

and then optimized the cooefficients $a_{j}, j=0, \ldots, M$ to minimize $\lambda_{13}|\Omega|$. Our symmetric numerical optimizer is plotted in Figure 5 together with the optimizer obtained without symmetry constraint. For this symmetric domain, we obtained $\lambda_{13}=187.92$ which, due to the high accuracy of the MFS, we believe to be significantly larger than 186.97
which was obtained without symmetry constraint.
This should be a matter for further study since, as mentioned in the Introduction, proving the existence of symmetries of optimizers is one of the important aspects from a theoretical point of view.

In all other cases, both for the Dirichlet and Neumann problems, the examples considered suggest the existence of either a reflection or $\mathbb{Z}_{3}$ symmetry (or both). We note that this can be checked in a more precise way than by just looking at the picture, as we will now illustrate. The picture for the optimizer of $\lambda_{15}$ strongly suggests that $\Omega_{15}^{*}$ has $\mathbb{Z}_{3}$ symmetry. To confirm this, we performed a change of variables such that the domain has an expansion of type (11) with the origin of the polar coordinates placed at the center of mass of the domain. In Figure 6-left, we have then plotted the functions $r(t)$ (continuous line) and $r(t+2 \pi / 3)$ (dashed line). In the right plot of the same figure we show the difference of the previous functions and we see that the order of magnitude of the agreement between the two graphs is smaller than the order of magnitude of the accuracy considered for the optimal value.

One other aspect that stands out by looking at the shape of the optimizers is the fact that the optimizer of $\mu_{k}$ seem to be close to a domain composed of $k$ equal balls. This is emphasised by the appearance of what we might call triangular domains corresponding to the triangular numbers $k(k+1) / 2$. A similar effect also seems to be present in the Dirichlet case (see the optimizers for $\lambda_{6}, \lambda_{10}$ and $\lambda_{15}$ ), although here the relation to the number of balls is not so straightforward.

In the Dirichlet case, these triangular domains also seem to be related to a change in multiplicity of the minimizer, which within the range considered takes place at $k=6,10$ and 15 - see Table 2 . The exception here is the case of $\lambda_{4}$, which is not connected and has multiplicity 3 already.

All of this seems to point in the direction that at least for low eigenvalues, such as those under consideration here, although there seems to exist an underlying structure to the optimal solutions, there might exist a number of exceptions preventing results related to symmetry or connectedness to hold in full generality. This makes it all the more important for further numerical tests to be carried out to confirm (or not) the results found in this paper. At this level, and taking into account the exceptional behaviour mentioned above, it is worth noticing that all the optimizers found do satisfy Pólya's conjecture [29] by a clear margin. More precisely, we have

$$
\lambda_{k}^{*}>\frac{4 k \pi}{A}, k=1, \ldots, 15 \quad \text { and } \quad \mu_{k}^{*}<\frac{4 k \pi}{A}, k=1, \ldots, 10
$$

implying that the conjecture holds in the range considered.

## 7 Conclusions

In this study, we have illustrated the possibility of taking advantage of the capacity of a meshless method to deal with problems demanding a lot of computational power while keeping accuracy within required levels, by applying it to the optimization of low Dirichlet and Neumann eigenvalues of the Laplace operator.

We have confirmed most of the results from a previous study of the Dirichlet case by Oudet using different methods [4], and provided a domain with a better value in the case of $\lambda_{7}$. Besides this, we have determined the candidates for optimizers for five more eigenvalues up to $\lambda_{15}$.

In the Neumann case, more challenging from a computational point of view, we determined numerical candidates for maximizers up to $\mu_{10}$.

The numerical coefficients defining the numerical Dirichlet and Neumann optimizers are provided in the Appendix.
The results obtained reveal a rich structure behind the optimizers pertaining to symmetry, connectedness and multiplicities. However, we also found some exceptions which we believe to be of interest, such as the fact that it is likely that the optimizer of the $13^{\text {th }}$ Dirichlet eigenvalue will not have any kind of symmetry. As far as we are aware, it is the first example of this type which appears in the literature. In view of these results, it would seem that although optimizers do possess an underlying structure, it might not be possible to establish general results due to the existence of exceptions.

It is possible, of course, to do some variations around the cases considered here. Although we have considered mainly the case of star-shaped domains, the case of a disconnected domain composed of several star-shaped components was also included by means of the Wolf-Keller Theorem. However, we did not consider domains with holes, as these are not expected to yield better values than simply-connected domains. If desired, the MFS can also be applied in that case [30] and thus, with the appropriate modifications, this study could be extended to include multiply connected domains.

A more interesting problem is the extension of the methods in this paper to the three-dimensional case. This is a much more challenging situation, which is currently under research. We believe that the Method of Fundamental Solutions with an appropriate choice for the source-points, as in [31], will also allow for a solution of this optimization problem in reasonable computational time.


Figure 3: The optimizers for the Dirichlet eigenvalue problem (5) with $i=5,6, \ldots, 15$.


Figure 4: The numerical optimizers for $\lambda_{13}$ and $\lambda_{15}$ and the corresponding center of mass.


Figure 5: Symmetric numerical minimizer of $\lambda_{13}$ and the optimizer obtained without symmetry constraint.


Figure 6: Plot of $r(t)$ (continuous line) and $r(t+2 \pi / 3)$ (dashed line) for $\lambda_{15}$, and of the difference of these two functions.
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