The identification of cracks using boundary elements and evolutionary algorithms
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Abstract

This paper is devoted to the identification problems for structures which contain cracks. The problem of crack identification is formulated as the minimization of the difference between the measured and computed values of displacements or stresses at selected boundary nodes. The coupling of the dual boundary element method and evolutionary algorithms is proposed to solve the problem. The identification of single cracks of different shapes is presented. The multiple crack identification is also considered. The problem of the identification of unknown number of cracks is formulated by introducing a special kind of chromosome. The influence of random errors in experimentally measured displacements on a convergence of the evolutionary identification is examined. A hybrid evolutionary approach based on sensitivity information of the fitness function is tested. Several numerical examples are presented. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The Boundary Element Methods (BEMs) are powerful numerical techniques in analysis of cracked solids [1,22]. The original and pioneering contribution to formulation and application of the BEM to analysis of fracture mechanics problems was made by T.A. Cruse and co-workers [17–21,42].

In the direct problems one assumes that the shape and positions of cracks are known. Unfortunately, such assumption is idealistic and the analysis problem should be preceded by the identification of cracks.

The identification of cracks can be classified as topics which belong to inverse problems. Generally speaking, inverse problems deal with the determination of the mechanical system — with unknown material properties, geometry, sources or boundary conditions — from the knowledge of the responses to given excitations on its boundary [4]. From the mathematical point of view, such problems are ill-posed and have to be overcome by the developments of new computational methods, the introduction of new objective functional into the optimization algorithms, new sensitivity analysis methods, new regularization techniques, new experimental procedures, etc.

Among many kinds of inverse problems, topics of the identification of cracks are especially well suited for boundary element treatment and belong to geometrical inverse problems.

The methods of crack identification based on sensitivity information and the BEM have found broad applications [3,9–15,24–29,31–39,41,43,44]. Unfortunately, approaches based on sensitivity information have some drawbacks: an objective function must be continuous, the shape variation of the boundary defect should be regular, the hessian of the objective function should be positive definite, there is a large probability of convergence to a local optimum, computation starts from a single point narrowing the search domain and the choice of the starting point may influence the convergence.

Because of these difficulties there is a demand for checking other methods, free from the restrictions mentioned above. Genetic algorithms are one of them. Genetic algorithms are stochastic algorithms whose search methods model natural phenomena: genetic inheritance and Darwinian strife for survival. Classical genetic algorithms are based only on the fitness value information and coded chromosomes. They work on populations of solutions and use binary operators of crossover and mutation and the probability of operators is constant.

Evolutionary algorithms are modified and generalized classical genetic algorithms in which populations of chromosomes are not coded binary and floating point...
representation is used. They use modified crossover (simple, arithmetical and heuristic) and mutation (uniform, boundary and non-uniform) operations. The selection is performed in the form of the ranking selection or the tournament selection and the probability of operators can be variable.

This paper is devoted to the application of the BEM and evolutionary algorithms to identification of cracks in solids described in the framework of elastostatics.

2. The formulation of the crack identification problem

Consider the problem of the identification of the internal cracks in an elastic body. An elastic body occupying a domain \( \Omega \) and having a boundary \( \Gamma = \partial \Omega \) is presented in Fig. 1. There are two fields predefined on the boundary \( \Gamma \): the field of displacements \( \mathbf{u}(x) \), \( x \in \Gamma_p \), and the field of tractions \( \mathbf{p}(x) \), \( x \in \Gamma_p \), and \( \Gamma_p \cup \Gamma_p = \Gamma \) and \( \Gamma_u \cap \Gamma_p = \emptyset \). The domain contains an internal traction-free crack \( C \). Displacements are allowed to jump across \( C \): \( \mathbf{u}^+ = \mathbf{u}^- \neq 0 \).

The set of experimental data \( \mathbf{q}^m \) (e.g. displacements or stresses) measured at the boundary points \( x^m \), \( m = 1, \ldots, M \) and the set of theoretical data \( \mathbf{q}^m(x) \) computed at the points \( x^m \) are given.

In order to identify the crack the functional \( J_0 \) representing norm between theoretical and computed values of displacements is constructed:

\[
J_0 = \frac{1}{2} \sum_{m=1}^{M} [\mathbf{q}^m(x) - \mathbf{q}^m]^2 = \int_{\Gamma} \varphi(q) \, d\Gamma
\]

(1)

where

\[
\varphi(q) = \frac{1}{2} \sum_{m=1}^{M} [\mathbf{q}(x) - \mathbf{q}^m]^2 \delta(x - x^m)
\]

(2)

The size and the shape of the crack are described by a set of the shape parameters \( \mathbf{a} = (a_r), r = 1, \ldots, R \). In order to solve the identification problem one should find the vector \( \mathbf{a} \), which minimizes the functional \( J_0 \).

To have a physical meaning, the crack specified by the vector \( \mathbf{a} \), must be completely inside the body. This condition is ensured through the imposition of the geometrical constrain.

In this paper the BEM is proposed to solve the boundary problem (calculate the objective function) and evolutionary algorithms are applied as the identification method.

3. Dual BEM in fracture mechanics

BEM turns out to be an appropriate numerical technique for solving foregoing problem. This method seems to be the most suitable for the problems with cracks because it is capable of accurately modeling the high stress gradients near the crack tip and discretization of the inside of the body is not required (the crack is a part of the boundary).

If the body is not subjected to body forces, the displacement of a point \( x \) can be represented by the following boundary displacement integral equation:

\[
c(x)u(x) = \int_{\Gamma} \mathbf{U}(x, y)p(y) \, d\Gamma(y) - \int_{\Gamma} \mathbf{P}(x, y)u(y) \, d\Gamma(y), \ x \in \Gamma
\]

(3)

where \( \mathbf{U}(x, y) \) and \( \mathbf{P}(x, y) \) are fundamental solutions of elastostatics, \( c(x) \) is a constant which depends on the position of the collocation point \( x, y \) is the boundary point.

If Eq. (3) is applied on both crack surfaces, then two identical equations would be formed, so the resulting set of algebraic equations is singular.

In order to overcome this difficulty the dual boundary integral equation method \([16,40]\) can be used. In this technique two different boundary equations are applied on two sides of the crack, namely Eq. (3) and an additional hypersingular tractions integral equation in the form:

\[
\frac{1}{2} \rho(x) = -n \left[ \int_{\Gamma} \mathbf{D}(x, y)p(y) \, d\Gamma(y) - \int_{\Gamma} \mathbf{S}(x, y)u(y) \, d\Gamma(y) \right], \ x \in \Gamma
\]

(4)

where \( \mathbf{D}(x, y) \) and \( \mathbf{S}(x, y) \) are the third-order fundamental solution tensors obtained from suitable differentiation of \( \mathbf{U}(x, y) \) and \( \mathbf{P}(x, y) \) with respect to the source point \( x \) and application of the Hooke’s law, \( n \) is the unit outward normal vector at the collocation point \( x \).

Modeling of the cracked structures using the dual BEM proceeds in the following manner:

- the displacements integral equation is applied on one side of each crack;
- the tractions integral equation is applied on the opposite side of each crack;
- the displacements integral equation is applied on the remaining boundary.
4. The classical methods of identification

Classical identification (optimization) methods base on the algorithm which can be presented as follows:

\[ a_{i+1} = a_i + \beta_i h_i \]  
(5)

where \( \beta_i \) is the numerical factor determining the length of the step in direction \( h_i \), and \( h_i \) the vector determining the direction from the \( a_i \) to \( a_{i+1} \):

\[ h_i = h \left( \frac{D f_V}{Da_r} \right) \]  
(6)

The method of choosing the vector \( h_i \) determines the general rate of the convergence of the optimization process. Most of the presently known methods (the steepest descent method, the conjugate gradient method, the variable metric method and others) use the information about the gradient of the augmented objective function to estimate the vector \( h_i \). These methods can be called the gradient methods because all of them are based on the sensitivity analysis information and optimum searching direction depends on gradient of the objective function. The gradient methods are very fast, but they have limitations, referring to the continuity of the objective function, the gradient (hessian) of the objective function and the substantial probability of getting a local optimum (strongly dependent on the choosing of the starting point). This causes that for some optimization problems the optimal solution is either very difficult or quite impossible to obtain.

In the present paper the application of the evolutionary algorithms for the problems of the crack identification is presented.

5. The evolutionary methods of identification

5.1. Evolutionary algorithms

Evolutionary algorithms [30] stem from the classical genetic algorithms, which map the evolutionary process of the nature to adapt an individual to the environment it lives in.

Genetic algorithms are procedures to search the feasible space of solutions starting from a population of individuals (chromosomes) randomly generated from the feasible solution domain. Chromosomes evolve towards better solutions by applying genetic operators: selection, mutation and crossover modeled on the genetic processes occurring in the nature. After applying the genetic operators the new population should have a better fitness, so the population undergoes the evolution in the form of the natural selection. An objective function with constraints plays the role of the environment.

Genetic algorithms, opposed to classical methods, need only information about the value of the objective function and are able to find the optimal solution satisfying constraints without calculations of the gradient of the hessian of the objective function.

The classical genetic algorithms work only on binary chains with simple crossover and simple mutation, but many problems need the more flexible approach. There are two ways: either the problem is modified in such a way that the genetic algorithms can be applied directly or the algorithm is modified under the problem. The modified genetic algorithms are called evolutionary algorithms [7,11]. They use modified crossover (simple, arithmetical and heuristic) and mutation (uniform, boundary and non-uniform) operations. The selection is performed in the form of the ranking selection or the tournament selection and the probability of operators can be variable.

The chromosome which represents the design vector can be expressed in the form:

\[ \text{ch} = (s_1, s_2, ..., s_l, ..., s_N) \]  
(7)

where restrictions on genes, \( s_j \), are introduced in the form:

\[ s_{IL} \leq s_j \leq s_{IR} \]  
(8)

5.1.1. Simple crossover

This operator produces two offspring from two parents. The simple crossover may produce an offspring outside the design space. To avoid this, a parameter \( \alpha \in [0,1] \) is applied. For randomly generated crossing parameter \( i \) it works as follows (chromosomes \( \text{ch}_1, \text{ch}_2 \) are parents in the vector form):

\[ \text{ch}_1 = (s_1, s_2, ..., s_l, ..., s_N), \quad \text{ch}_2 = (s_1, s_2, ..., s_l, ..., s_N) \]  
(9)

\[ \text{ch}_1' = (s_1, ..., s_l, s_{i+1}(1-\alpha) + s_{i+1}(1-\alpha), ..., s_N(1-\alpha)) \]

and

\[ \text{ch}_2' = (s_1, ..., s_l, s_{i+1}(1-\alpha) + s_{i+1}(1-\alpha), ..., s_N(1-\alpha)) \]  
(10)

where ' (prime) denotes the offspring.

5.1.2. Arithmetical crossover

This operator produces two offspring being a linear combination of two parents \( \text{ch}_1 \) and \( \text{ch}_2 \):

\[ \text{ch}_1' = \alpha \text{ch}_1 + (1-\alpha)\text{ch}_2, \quad \text{ch}_2' = \alpha \text{ch}_2 + (1-\alpha)\text{ch}_1 \]  
(11)

5.1.3. Heuristic crossover

This operator produces a single offspring from two parents:

\[ \text{ch}_3 = r(\text{ch}_2 - \text{ch}_1) + \text{ch}_2 \]  
(12)

where \( r \) is a random value from the range [0,1] and \( J(\text{ch}_3) \leq J(\text{ch}_1) \).

Mutation operators such as the uniform mutation, the
boundary mutation and the non-uniform mutation are used. 
\[ \mathbf{c}_1 = (s_1, s_2, \ldots, s_i, \ldots, s_N), \quad \mathbf{c}_1' = (s_1, s_2, \ldots, s_i', \ldots, s_N) \]
(13)

5.1.4. Uniform mutation
Offspring are allowed to move freely within the feasible domain and the gene \( s_i' \) takes any arbitrary value from the range \([s_{il}, s_{ir}]\).

5.1.5. Boundary mutation
The chromosome can take only boundary values of the design space, \( s_i' = s_{il} \) or \( s_i' = s_{ir} \). The boundary mutation works very well when the solution lies either on or near the boundary of the feasible search space.

5.1.6. Non-uniform mutation
This mutation operator depends on the generation number and is used to tune of the system
\[ s_i' = \begin{cases} s_i + \Delta[t, s_{ir} - s_i] & \text{if a random digit is 0} \\ s_i - \Delta[t, s_i - s_{il}] & \text{if a random digit is 1} \end{cases} \]
(14)
where the function \( \Delta \) takes value from the range \([0, y]\), \( t \) is a current generation number.

All the operators were applied dynamically in the identification procedure according to their probability. Parameters \( \alpha \) and \( r \) have been randomly generated.

In the present paper the following problems are considered:

- the identification of the single cracks;
- the identification of the multiple cracks — number of the cracks is known;
- the identification of the multiple cracks — number of the cracks is unknown;
- the identification of the cracks with stochastic disturbance of the measured quantities.

5.2. Evolutionary identification algorithm

The proposed method of crack identification [2] consists of two main steps. The first one is to define an identification problem, to prepare a correct model and to choose design variables. In the next step the evolutionary algorithm is applied as the optimization module. All necessary values (especially fitness function values) are obtained from the analysis of the structure (for each individual in the population) using the dual BEM. For each chromosome in the population the new shapes and positions (and number, if necessary) of the cracks are generated and the structural analysis is performed. The flow chart of the proposed approach of the evolutionary identification for cracked structures is presented in Fig. 2.

5.3. Chromosome structure

The chromosome, representing the shape and the position of the crack, is constructed in a different way (depending on the problem).

5.3.1. The identification of the single crack and multiple cracks — the number of the cracks is known

For the linear cracks each chromosome \( \mathbf{ch} \) contains four genes \( s_1, \ldots, s_N \) determining coordinates \( x_1 \) and \( x_2 \) of the crack tips.

In case of the segmental-straight crack two methods are proposed.

In the first method one assumes, that the shape of the crack is known and the chromosome is constructed in the way similar to the linear crack — each chromosome \( \mathbf{ch} \) contains four genes \( s_1, \ldots, s_N \) determining coordinates \( x_1 \) and \( x_2 \) of the crack tips.

In the second method two genes \( s_1 \) and \( s_2 \) of each chromosome determine coordinates \( x_1 \) and \( x_2 \) of the first crack tip and the subsequent genes describe the length and the rotation angle of each segment. The number of genes \( i \) in chromosome depends on the number of the crack segments \( L_i \):

\[ i = 2L_i + 2 \]
(15)

Fig. 3. The method of the parameterization of the segmental-straight crack.
5.3.1. Numerical example 1. A structural element containing a single crack is considered. The aim is to find the shape and the position of the crack having measured displacements at 39 boundary (sensor) points. It has been assumed that the crack consists of two linear segments and the second method of the crack description has been used. The actual and final positions of the crack are shown in Fig. 4. The parameters of the evolutionary algorithm and the numerical results are presented in Table 1.

5.3.1.2. Numerical example 2. A structural element containing two rectilinear cracks is considered. One should find the positions of the cracks having measured displacements at 95 boundary (sensor) points. The actual and final positions of the cracks are shown in Fig. 5. The parameters of the evolutionary algorithm and the numerical results are presented in Table 2.

5.3.2. The identification of the multiple cracks — the number of the cracks is unknown

For the sake of simplicity only linear cracks are considered. One assumes that the unknown number of cracks is included in the interval \([1,N]\), where \(N\) is the maximum number of the cracks inside the body. Each chromosome \(s_i\) is composed of \(4N + 1\) genes. The first gene represents the number \(N_i \in \{1, \ldots, N\}\) denoting the actual number of cracks for a given chromosome. The other genes \(s_i^2, \ldots, s_i^{4N+1}\) specify coordinates \(x_1\) and \(x_2\) of each crack tip for \(N\) cracks. Only first \(1 + 4N_i\) genes (the first one and ones specifying the position of the \(N_i\) cracks) are considered.

5.3.2.1. Numerical example 3. One assumes that there are \(1 \leq N_i \leq 5\) linear cracks of unknown lengths and positions inside the structure. The aim is to find the number and positions of the cracks having measured displacements at 95 boundary (sensor) points. The real number of the cracks is two. The actual and final positions of the cracks are presented in Fig. 6. The parameters of the evolutionary algorithm and the numerical results are presented in Table 3.

<table>
<thead>
<tr>
<th>Coordinates</th>
<th>Actual</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0.00;</td>
<td>0.000;</td>
</tr>
<tr>
<td></td>
<td>-0.04</td>
<td>-0.041</td>
</tr>
<tr>
<td>(2)</td>
<td>0.04;</td>
<td>0.04;</td>
</tr>
<tr>
<td></td>
<td>-0.04</td>
<td>-0.041</td>
</tr>
<tr>
<td>(3)</td>
<td>0.06;</td>
<td>0.06;</td>
</tr>
<tr>
<td></td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>Generation of the optimal solution</td>
<td>1951</td>
<td></td>
</tr>
<tr>
<td>Fitness function value</td>
<td>0.165</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coordinates</th>
<th>Actual</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0.00;</td>
<td>0.00;</td>
</tr>
<tr>
<td></td>
<td>-0.04</td>
<td>-0.04</td>
</tr>
<tr>
<td>(2)</td>
<td>0.04;</td>
<td>0.04;</td>
</tr>
<tr>
<td></td>
<td>-0.02</td>
<td>-0.023</td>
</tr>
<tr>
<td>(3)</td>
<td>0.04;</td>
<td>0.04;</td>
</tr>
<tr>
<td></td>
<td>-0.07</td>
<td>-0.062</td>
</tr>
<tr>
<td>(4)</td>
<td>0.07;</td>
<td>0.06;</td>
</tr>
<tr>
<td></td>
<td>-0.04</td>
<td>-0.033</td>
</tr>
<tr>
<td>Generation of the optimal solution</td>
<td>3494</td>
<td></td>
</tr>
<tr>
<td>Fitness function value</td>
<td>0.132</td>
<td></td>
</tr>
</tbody>
</table>
5.4. The identification of the cracks with stochastic disturbance of the measured quantities

Measurements are never totally precise (measurement error). In this part the influence of the stochastic disturbance of the measured quantities on the identification of the crack is considered. The identification task becomes a non-deterministic problem.

It is assumed that the distribution of the measured stresses is normal and the expected value $E[\hat{\sigma}^m]$ and the standard variation $D[\hat{\sigma}^m]$ are known.

5.4.1. Numerical example 4

It is assumed that the standard variation equals $1/30$ of the expected value of the measured quantity. The equivalent stresses in 45 sensor points are measured. The actual and final positions of the cracks are presented on Fig. 7. The parameters of the evolutionary algorithm and the numerical results are presented in Table 4.

<table>
<thead>
<tr>
<th>Coordinates</th>
<th>Actual</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0; −0.04</td>
<td>0.01; −0.041</td>
</tr>
<tr>
<td>(2)</td>
<td>0.04; −0.02</td>
<td>0.04; −0.019</td>
</tr>
<tr>
<td>(3)</td>
<td>0.04; −0.07</td>
<td>0.042; −0.073</td>
</tr>
<tr>
<td>(4)</td>
<td>0.07; −0.04</td>
<td>0.072; −0.043</td>
</tr>
<tr>
<td>Generation of the optimal solution</td>
<td>3487</td>
<td></td>
</tr>
<tr>
<td>Fitness function value</td>
<td>0.449</td>
<td></td>
</tr>
</tbody>
</table>

6. Hybrid methods of identification

By coupling of classical gradient and evolutionary methods into the hybrid identification methods one can avoid disadvantages of both approaches [5]. The main advantages of the hybrid methods are the lower cost of calculation than using only the evolutionary optimization and the higher probability of finding the global optimum than using only gradient methods. Two types of hybrid algorithms can be proposed.

6.1. The linear model of the hybrid algorithm

In this model advantages of each single approach in any part of calculation are considered. The evolutionary algorithm is used first since it is very often able to generate a strong chromosome. After that the evolutionary algorithm slowly converges, so the gradient method is used to finish calculation. The scheme of this model is presented in Fig. 8a.

6.2. The parallel model of the hybrid algorithm

In the second model of the hybrid optimization a new
operator is introduced. This operator — the gradient mutation — changes any (especially the best in generation) chromosome using information about the gradient of the fitness function. A new chromosome

$$
\mathbf{c}_{i+1} = \{s'_1, s'_2, \ldots, s'_n\}
$$

is obtained after mutation of all its genes as follows:

$$
s'_i = s_i + \Delta s_i, \quad \Delta s_i = \alpha \xi (\mathbf{c}_i)
$$

where $\alpha$ is a coefficient determining increment of a step in the search direction $\xi$, which depends on gradient of the fitness function.

The scheme of this model is presented in Fig. 8b.

In both models information about the gradient of the fitness function is taken from the sensitivity analysis.

Only the linear model of the hybrid algorithm has been numerically tested in this phase of the work.

6.3. Sensitivity analysis with respect to the shape and position of the crack

Consider the problem of the sensitivity analysis of the functional (1) with respect to shape and position of the crack [6]. The shape variation of the crack is introduced by a special kind of shape transformation:

- translation ($T$), by prescribing variations $\delta b_k$, $k = 1, 2$, where $b_k$ is a translation parameter (Fig. 9a);
- rotation ($R$), by prescribing $\delta \omega_1$, where $\omega_1$ is a rotation parameter (Fig. 9b);
- scale change (expansion or contraction) ($E$) of the crack by prescribing $\delta \eta$, where $\eta$ is a scale change parameter (Fig. 9c).

For 2D problems the vector of shape parameters contains four parameters:

$$
a = \text{col}\{a_1, a_2, a_3, a_4\} = [b_1, b_2, \omega_1, \eta]^T
$$

One can prove that derivatives $DJ_q/Da_q$ are expressed by path-independent integrals along an arbitrary closed surface (contour) $S$ enclosing the crack [23]:

$$
\frac{DJ}{Da_q} = \int_S Z^q_i (\sigma, \epsilon, \alpha, \alpha', \epsilon', \mu) dS
$$

$L = T, R, E; \quad q = 1, 2, 3, 4$.

Integrands $Z^q_i$ depend on state fields of primary and adjoint solutions and have the form:

- for translation ($k = 1, 2$):

$$
Z^T_k = (\sigma_{ij}\mu_{i,j,k} + \alpha_{ij}\epsilon_{i,j,k} - \alpha_{ii} \epsilon_{i,k} \delta_{ij}) \eta_j,
$$

- for rotation:

$$
Z^R_k = \epsilon_{i,k} (\sigma_{ii} \mu_{i,j,k} \delta_{ij} + \sigma_{ij} \mu_{i,k} x_j + \sigma_{ij} \mu_{i,k} x_j + \alpha_{ii} \mu_{i,k} + \alpha_{ij} \mu_{i,k} x_j) \eta_j
$$

Fig. 9. Special shape transformation of the crack: (a) translations, (b) rotation, (c) expansion.
for expansion or contraction:

\[
Z_E^4 = 2\sigma_{ij}^u u_i^u + 2\sigma_{ij}^p u_i^p + x_i \sigma_{ij}^u u_{jk} - x_i \sigma_{ij}^p u_{jk} \delta_{jk} + x_i \sigma_{ij}^p u_{jk} \delta_{jk}^1, \]

(22)

where state fields \( u^a, e^a, p^a \) are calculated for an adjoint system for which boundary conditions depend on the function \( \varphi \):

\[
u^{a0} = -\frac{\partial \varphi(u,p)}{\partial p} = 0 \text{ on } \Gamma_u \]

(23)

\[
p^{a0} = \frac{\partial \varphi(u,p)}{\partial u} = 2 \sum_{i=1}^{M} [u(x) - \bar{u}^m] \delta(x - x^m) \text{ on } \Gamma_p. \]

(24)

The constitutive law for the adjoint system has the same form as for the primary cracked system.

6.3.1. Numerical example 5

The linear hybrid algorithm is tested. The structure contains a linear crack with an unknown position (for the simplicity one assumes that the length of the crack is known). The vertical components of the displacements are measured in the seven sensor points. In the first step only the evolutionary algorithm is tested. Results are presented in Fig. 10. The history of the fitness function for the best chromosome is presented in Fig. 11. The parameters of the evolutionary algorithm and the numerical results are presented in Table 5. Optimal solution has been found in 15,040 s. In the second step computations using the evolutionary algorithm are finished if the improvement of the objective function is less than the assumed value. Computations are continued using the steepest descent method. The gradient is evaluated using the sensitivity analysis of the displacement functional with respect to the shape and the position modification of the crack. Due to the assumption of the known length of the crack only information about the sensitivity of the boundary functional with respect to translation and rotation of the crack is taken.

The evolutionary algorithm has been stopped in the 406 generation. The precise solution has been found using the classical identification algorithm in six steps. Optimal solution has been found in 7188 s. The reduction of the evaluation time is over 52%.

No instability in the gradient has been observed in this case, so there was no necessity to employ any regularization technique.

7. Summary

Several numerical examples of crack identification have been presented. Coupling of the BEM and the evolutionary methods appear to be very convenient and useful in such problems. The solution is very stable and in case of identification problems it is not necessary to modify the fitness function by adding regularization terms. Errors in the experimentally measured displacements (or stresses) do not cause a significant difference in the computed defect geometry. Evolutionary algorithms are especially suitable when the number of cracks is unknown. In this case by the special structure of the chromosome one can obtain the numerical procedure of identification which are based on the concept of active and sleeping genes.
A disadvantage of the evolutionary methods is the time consuming calculation because in order to achieve a satisfactory solution one should produce many generations.

In order to omit this drawback, two hybrid approaches have been proposed: linear and parallel models. Both models are based on using the additional information about the gradient fitness function. The application of the linear model has appeared very effective.

The evolutionary identification of cracks, presented in the paper, was applied to elastostatics problems. It is possible to develop this approach to the evolutionary identification of cracks to elastodynamics problems [7,8].
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