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Abstract

MEMS devices such as comb drives and rotary drives are geometrically simple in that each of the components may be represented as a ‘sweep’ of a 2-D cross-section through a given height. This simplicity leads to simpler CAD requirements, geometric robustness, faster visualization, etc. Further, 3-D electrostatic simulation may be simplified to a 2-D problem over the cross-section if one neglects 3-D fringing. Such 2-D simulations provide a quick feedback to the designer on various parameters such as capacitance and electrostatic forces.

However, as is well known, 3-D simulations cannot be avoided if fringing is significant, or when these devices need to be fully optimized. Such 3-D simulations unfortunately involve constructing the full 3-D geometry, volume/surface mesh, etc.

In this paper, we demonstrate that one can pose and solve a 2-D problem that accounts for 3-D fringing. The proposed technique does not require the construction of the 3-D CAD model or surface/volume mesh. Instead, the 3-D electrostatics problem is collapsed to 2-D via a novel dimensional reduction method. Once the 2-D problem is solved, the full 3-D field and associated charges/forces can be recovered, as a post-processing step. The simplicity and computational efficiency of the technique lends itself well to parametric study and design optimization.

1. Introduction

Current design/simulations challenges in MEMS include shape optimization [1–3], multi-physics problems [4–7], non-linear problems [4,5] and development of low-order models [8–10]. However, underlying all of these challenges is the basic 3-D electrostatic simulation problem that needs to be solved as efficiently as possible. Thus, despite the availability of commercial packages that address electrostatic simulation, for example, see [11–13], 3-D electrostatic simulation continues to generate interest among researchers, and new techniques are constantly being developed [14–16].

The objective of this paper is to provide a new approach to 3-D electrostatic simulation that can potentially impact all of the design/simulation challenges mentioned above. The concept proposed here is that of dimensional reduction where a spatial variable, specifically the thickness variable, is eliminated prior to computational analysis. Thus, 3-D modeling is unnecessary, and a complete 3-D simulation is possible from a 2-D cross-sectional data (with height as a design parameter).

Furthermore, when the device is thin, the proposed dimensional reduction method avoids the pitfalls faced by full 3-D finite-element and boundary-element techniques that require special formulations [17].

1.1. Problem formulation

Let the MEMS device consist of numerous components whose cross-sections are in the xy plane, and are denoted by \( d^i \). For example, Fig. 1 illustrates two cross-sections \( d^1 \) and \( d^2 \).

For simplicity, we assume that the heights of all components range from \(-H\) to \( H\); differing heights are not addressed here. The corresponding 3-D components obtained by sweeping the cross-sections \( d^i \) from \(-H\) to \( H\) are denoted \( D^i \) (Fig. 2).
We assume that the components are enclosed in 3-D space that is open in all directions except for the presence of a ground plane at $z = -z^0$ beneath the devices.\(^1\) Further, let a voltage $\vec{v}$ be applied to the component $D_a$. Thus the 3-D electrostatic problem over the 3-D space $\Omega$ surrounding the 3-D components is

\[
\nabla^2 U(x, y, z) = 0 \text{ in } \Omega, \\
U = \vec{v} \text{ on } \partial D^a, \\
U(x, y, z^0) = 0, \\
U(p, z) \to 0 \text{ as } p \to \infty, \text{ or, } z \to \infty.
\]

(1)

Existing 3-D simulation techniques disregard the special geometric structure underlying the domain $\Omega$ and seek solutions either by (a) converting the above equation into an integral form for boundary element analysis [18] or (b) convert it into a weak form (below) for finite-element analysis (FEA) [19].

In passing, we note that the 2-D formulation of Eq. (1) is simply

\[
\nabla^2 U(x, y) = 0 \text{ in } \omega, \\
U = \vec{v} \text{ on } \partial \Omega^a, \\
U(p) \to 0 \text{ as } p \to \infty,
\]

(2)

where $\omega$ is the 2-D space surrounding the device. Observe that the boundary conditions in the $z$ direction play no role in the above formulation, leading to a possible discrepancy due to fringing effects.

In this paper, we shall consider the dimensional reduction of Eq. (1). Dimensional reduction techniques are popular in structural mechanics where dimensionally reduced models, for example, plate and shell models, have been successfully used for many decades now [20,21]. Such models exploit the fact that plates and shells may be expressed as a lower-dimensional cross-section plus a thickness.

Direct application of such dimensional reduction techniques to MEMS is faulty for the following reason: although individual MEMS components may be expressed as cross-section plus thickness, the free space surrounding the components (where simulation needs to be carried out) cannot. Thus, classic dimensional reduction techniques do not apply. New strategies are needed, and pursued here.

In particular, we will find it most convenient to start with the 3-D weak formulation of Eq. (1):

\[
\begin{cases}
\text{Find } U \in \mathcal{U}(\Omega) \text{ such that } \\
\int_{\Omega} \nabla V \cdot \nabla U \, d\Omega = 0 \\
\forall \ V \in \mathcal{V}(\Omega),
\end{cases}
\]

(3)

where the trial and test spaces are defined as follows:

\[
\mathcal{U}(\Omega) = \left\{ U \in H^1(\Omega); \ U = \vec{v} \text{ on } \partial D^a; U(x, y, z^0) = 0 \right\} \\
U(p, z) \to 0 \text{ as } p \to \infty, \text{ or, } z \to \infty
\]

(4)

and

\[
\mathcal{V}(\Omega) = \left\{ V \in H^1(\Omega); \ V = 0 \text{ on } \partial D^a; V(x, y, z^0) = 0 \right\}.
\]

(5)

2. Dimensional reduction

Our objective here is to exploit the special geometric structure underlying $\Omega$ to solve the above 3-D problem while minimizing the computational and infrastructure requirements. To meet this objective, we view the region $\Omega$...
as consisting of three quasi-disjoint regions:

\[ \Omega(x, y, z) = \bigcup \left\{ \begin{align*}
\Omega^1 &= \Omega(x, y, z < -H), \\
\Omega^2 &= \Omega(x, y, -H < z < H), \\
\Omega^3 &= \Omega(x, y, z > H).
\end{align*} \right. \]

Now observe that each of the above regions may be expressed as a sweep of a corresponding cross-section through appropriate (possible infinite) heights; these cross-sections are

\[ \omega^1 = \omega \cup \left( \bigcup_x d^2 \right), \]
\[ \omega^2 = \omega, \]
\[ \omega^3 = \omega^1, \]

where \( \omega \) is the 2-D space surrounding the devices \( d^2 \). Given the space decomposition, we split the unknown field \( U(x, y, z) \) into three corresponding fields:

\[ U(x, y, z) = \begin{cases}
U^1(x, y, z) & \text{for } z < -H, \\
U^2(x, y, z) & \text{for } -H < z < H, \\
U^3(x, y, z) & \text{for } z > H.
\end{cases} \]

In this section, we shall demonstrate that the spatial variable \( z \) can be eliminated from each of the three fields while maintaining the required continuity between them, reducing the 3-D problem to a 2-D problem.

2.1. Solution space description

The three fields \( U^1, U^2 \) and \( U^3 \) defined above must satisfy the Laplace equation in their respective domains, i.e., we have

\[ \nabla^2 U^i(x, y, z) = 0 \text{ in } \Omega^i. \]

We now need to specify the boundary conditions for each of these fields. Consider \( U^3 \): the only relevant boundary conditions that may be extracted from Eq. (4) are

\[ \begin{align*}
U^1(x, y, -H) &= \tilde{v}^x \text{ on } d^2(-H), \\
U^1(x, y, -z^0) &= 0, \\
U^1(p, z) &\to 0 \text{ as } p \to \infty,
\end{align*} \]

where one interprets \( d^2(-H) \) as the translation of the 2-D region \( d^2 \) to \( z = -H \). The above equation states that the field \( U^3 \) must take the value of the applied voltage on the bottom surface of the components, go to zero on the ground plane and go to zero as points \( p = (x, y) \) far from the origin. Similarly, the boundary conditions on \( U^2 \) are

\[ \begin{align*}
U^2(x, y, z) &= \tilde{v}^x \text{ on } \partial d^2(-H < z < H), \\
U^2(p, z) &\to 0 \text{ as } p \to \infty.
\end{align*} \]

Finally, the boundary conditions on \( U^3 \) are

\[ \begin{align*}
U^3(x, y, H) &= \tilde{v}^x \text{ on } d^2(H), \\
U^3(p, z) &\to 0 \text{ as } p \to \infty, \text{ or, } z \to \infty.
\end{align*} \]

The above boundary conditions essentially define the subspaces within which one must seek solutions for \( U^i(x, y, z); \ i = 1, 2, 3; \)

\[ \mathcal{U}^1(\Omega^1) = \begin{cases}
U^1 \in H^1(\Omega^1); \\
U^1(x, y, -H) = \tilde{v}^x \text{ on } d^2(-H), \\
U^1(x, y, -z^0) = 0, \\
U^1(p, z) \to 0 \text{ as } p \to \infty.
\end{cases} \]

\[ \mathcal{U}^2(\Omega^2) = \begin{cases}
U^2 \in H^1(\Omega^2); \\
U^2(x, y, z) = \tilde{v}^x \text{ on } \partial d^2(-H < z < H), \\
U^2(p, z) \to 0 \text{ as } p \to \infty.
\end{cases} \]

\[ \mathcal{U}^3(\Omega^3) = \begin{cases}
U^3 \in H^1(\Omega^3); \\
U^3(x, y, H) = \tilde{v}^x \text{ on } d^2(H), \\
U^3(p, z) \to 0 \text{ as } p \to \infty, \text{ or, } z \to \infty.
\end{cases} \]

The corresponding test spaces \( \mathcal{U}'(\Omega^i) \) needed in the weak formulation may be defined by replacing \( \tilde{v}^x \) by 0 in the above equation.

Observe that in addition to satisfying the boundary conditions, the fields must satisfy continuity conditions along the interfaces of \( \Omega^1 \) and \( \Omega^2 \), and \( \Omega^2 \) and \( \Omega^3 \). Classic continuity requirements between sub-domains need to be imposed, and these are

On the interface of \( \Omega^1 \) and \( \Omega^2 \)

\[ \begin{cases}
\frac{\partial U^1}{\partial z} = \frac{\partial U^2}{\partial z}, \\
U^1 = U^2,
\end{cases} \]

On the interface of \( \Omega^1 \) and \( \Omega^3 \)

\[ \begin{cases}
\frac{\partial U^1}{\partial z} = \frac{\partial U^3}{\partial z}, \\
U^1 = U^3,
\end{cases} \]

Observe that the interface of \( \Omega^1 \) and \( \Omega^2 \) may be represented as \( \omega(-H) \) where one interprets \( \omega(-H) \) as the translation of the 2-D space \( \omega \) to \( z = -H \), so on. For simplicity, we view the Dirichlet continuity conditions above as constraints on \( \Omega^1 \) and \( \Omega^2 \) while the Neumann (flux) constraints are viewed as constraints on \( \Omega^2 \) (and later captured by adding appropriate terms to the variational statement). Thus, we have

\[ \begin{cases}
\frac{\partial U^1}{\partial z} = \frac{\partial U^2}{\partial z}, \\
\frac{\partial U^1}{\partial z} = \frac{\partial U^3}{\partial z}, \\
U^1 = U^2, \\
U^1 = U^3.
\end{cases} \]
One may now restate the 3-D electrostatic problem posed in Eq. (3) as

\[
\begin{align*}
\text{Find } U^i & \in \mathcal{W}(\Omega^i), \quad i = 1, 2, 3 \text{ such that } \\
U^1 & = U^2 \text{ on } \omega(-H); \quad U^3 = U^2 \text{ on } \omega(H) \\
\sum_{i=1}^3 & \int_{\Omega^i} \nabla V^i \cdot \nabla U^i \, d\Omega + \int_{\omega(-H)} V^2 \frac{\partial U^1}{\partial x} \, d\omega \\
& - \int_{\omega(H)} V^2 \frac{\partial U^3}{\partial x} \, d\omega = 0 \\
\forall \quad V^i & \in \mathcal{V}^i(\Omega^i), \quad i = 1, 2, 3, \text{ where } \\
V^1 & = 0 \text{ on } \omega(-H); \quad V^0 = 0 \text{ on } \omega(H).
\end{align*}
\]

(10)

We have included both the Dirichlet and Neumann continuity constraints into the above formulation.

2.2. The three stages of reduction

We now consider the dimensional reduction of Eq. (10) by eliminating the \( z \) variable as follows. For convenience, we introduce non-dimensional entities \( \xi^i \):

\[
z = \begin{cases} 
\frac{\xi^i \, (z - \xi^i) + \xi^i \, (z - \xi^i)}{2}; & \text{if } -H \leq z \leq H \\
\frac{2H \, \xi^i}{1 - \xi^i}; & \text{if } z > H
\end{cases}
\]

(11)

where \(-\xi^i\) is the location of the grounding plane below the MEMS device. The mapping is illustrated in Fig. 3. Observe that the infinite space in the \( z \) direction has been collapsed to a finite space via the third transformation in Eq. (11).

From Eq. (11), Jacobians are defined per:

\[
dz = J^i \, d\xi^i; \quad J^1 = \frac{(z^i - H^i)}{2}; \quad J^2 = H^i; \quad J^3 = \frac{2H^i}{(1 - \xi^i)^3}
\]

(12)

and the inverse mapping is given by

\[
\xi^i = \frac{2\pi + (z^i - H^i)}{(z^i - H^i)}; \quad \xi^i = \frac{z^i}{H^i}; \quad \xi^i = \frac{-2H^i}{z^i} + 1.
\]

(13)

The proposed dimensional reduction rests on seeking approximations of the form:

\[
U^i(x, y, z^i) = \sum_{j=1}^p u_j^i(x, y) N_j(\xi^i).
\]

(14)

This is now parallel to the dimensional reduction techniques used in plate and shell theories [22]. Further, we shall demonstrate later on that such representations yield highly accurate description of the 3-D field, where the parameter \( p \) controls the accuracy. Typical values for \( p \) range from 3 to 6. The choice of the shape functions \( N_j(\xi) \) is also discussed in a later section. For now, we only require that these functions be linearly independent.

For brevity, we shall write Eq. (14) and its dual in a vector form:

\[
\begin{align*}
U^i(x, y, z) & = \mathbf{N}(\xi^i) \mathbf{u}^i(x, y), \\
V^i(x, y, z) & = \mathbf{N}(\xi^i) \mathbf{v}^i(x, y),
\end{align*}
\]

(15)

where

\[
\mathbf{N}(\xi^i) = \{ N_1(\xi^i) \ N_2(\xi^i) \cdots N_p(\xi^i) \},
\]

\[
\mathbf{u}^i(x, y) = \{ u_1^i(x, y) \ u_2^i(x, y) \cdots u_p^i(x, y) \},
\]

\[
\mathbf{v}^i(x, y) = \{ v_1^i(x, y) \ v_2^i(x, y) \cdots v_p^i(x, y) \}.
\]

Our objective is now to transform the problem in Eq. (10) to an equivalent 2-D problem governing \( \mathbf{u}^i(x, y) \). This is done in three stages:

Stage 1. Reduction of solution space

We shall first study the sub-space within which the fields \( \mathbf{u}^i(x, y) \) must lie. Let us consider the space \( \mathcal{W}(\Omega^i) \), defined in Eqs. (7)–(9). Direct substitution of Eq. (15) into Eq. (7), together with the mapping in Eq. (13) results in

\[
U^i(\omega^i) = \begin{pmatrix} 
\mathbf{u}^i = \{ u_1^i(x, y) \cdots u_p^i(x, y) \} \in \mathbf{H}_p(\omega^i) \\
\mathbf{N}(+1)\mathbf{u}^i(x, y) = \hat{v}^n \text{ on } d^p \\
\mathbf{N}(+1)\mathbf{u}^i(x, y) = 0 \text{ on } d^a \\
\mathbf{u}^i(p) & \to 0 \text{ as } p \to \infty
\end{pmatrix}
\]

(16)

Similar simplification of the sub-space \( \mathcal{W}^2(\Omega^2) \) results in

\[
U^2(\omega^2) = \begin{pmatrix} 
\mathbf{u}^2 = \{ u_1^2(x, y) \cdots u_p^2(x, y) \} \in \mathbf{H}_p(\omega^2) \\
\mathbf{N}(\xi)\mathbf{u}^2(x, y) = \hat{v}^n \text{ on } \partial d^2(\xi) \\
\mathbf{u}^2(p) & \to 0 \text{ as } p \to \infty
\end{pmatrix}
\]

(17)

Finally, the sub-space \( \mathcal{W}^3(\omega^3) \) is given by

\[
\mathcal{W}^3(\omega^3) = \begin{pmatrix} 
\mathbf{u}^3 = \{ u_1^3(x, y) \cdots u_p^3(x, y) \} \in \mathbf{H}_p(\omega^3) \\
\mathbf{N}(+1)\mathbf{u}^3(x, y) = \hat{v}^n \text{ on } d^p \\
\mathbf{N}(+1)\mathbf{u}^3(x, y) = 0 \text{ on } d^a \\
\mathbf{u}^3(p) & \to 0 \text{ as } p \to \infty
\end{pmatrix}
\]

(18)

\[\text{The middle term needs to be simplified further before it can be used; the simplification depends on the shape function (see section on choice of shape functions).}\]
Stage 2: Enforcing Dirichlet continuity

Now consider the Dirichlet continuity conditions in Eq. (10):

\[ U^1 = U^2 \text{ on } \omega(-H), \]
\[ U^3 = U^2 \text{ on } \omega(+H). \]

Direct substitution of Eq. (15) yields:

\[ N^T(+1)u_i(x,y) = N_i(-1)u_i(x,y) \text{ on } \omega^2, \]
\[ N^T(+1)u_i(x,y) = N_i(-1)u_i(x,y) \text{ on } \omega^2. \]

Stage 3: Reduction of variational term

Next consider the integral term in Eq. (10):

\[ \sum_{j=1}^3 \int_{\omega^j} (\nabla V^j)^T \nabla U^j \, d\omega = 0. \]

This may be expressed as

\[ \sum_{j=1}^3 \int_{\omega^j} \int_{-1}^1 (\nabla V^j)^T \nabla U^j' \, d\xi^j = 0. \]

Observe from Eqs. (12) and (15) that

\[ \nabla U^j = \begin{cases} N^T_{v,x} \, \frac{\partial u_i}{\partial x} \\ N^T_{v,y} \, \frac{\partial u_i}{\partial y} \end{cases}; \quad \nabla V^i = \begin{cases} N^T_{v,x} \, \frac{\partial v_i}{\partial x} \\ N^T_{v,y} \, \frac{\partial v_i}{\partial y} \end{cases}; \quad i = 1, 2, 3. \]  

(19)

Substituting the above results in

\[ \sum_{j=1}^3 \int_{\omega^j} \left\{ (v^j_{,x})^T \, (v^j_{,y})^T \right\} \left\{ \begin{array}{c} u_i^x \\ u_i^y \end{array} \right\} \left\{ \begin{array}{c} v_i^x \\ v_i^y \end{array} \right\} \, d\omega = 0, \]

where

\[ [C] = \int_{-1}^1 \begin{bmatrix} NN^T & 0 & 0 \\ 0 & NN^T & 0 \\ 0 & 0 & \left( \frac{1}{J} \right)^2 N_{v,x}N_{v,x}^T \end{bmatrix} J' \, d\xi. \]  

(20)

Now consider the surface integrals in Eq. (10) that capture the Neumann continuity:

\[ \int_{\omega(-H)} V^2 \frac{\partial U^1}{\partial z} \, d\omega - \int_{\omega(+H)} V^2 \frac{\partial U^3}{\partial z} \, d\omega. \]

Substituting Eqs. (15) and (19), we have

\[ \frac{1}{J} \int_{\omega} V^2 N(-1)N_{v,x}^T(+1)u_i \, d\omega - \frac{1}{J} \int_{\omega} V^2 N(+1)N_{v,x}^T(-1)u_i \, d\omega. \]

2.3. Summary of proposed methodology

In summary, the weak statement in Eq. (10), upon the approximation made in Eq. (15) may be reduced to the following 2-D vector problem involving the unknown fields \( \mathbf{u}(x,y) \):

\[ \text{Find } \mathbf{u} \in \mathcal{W}(\omega^i); \quad i = 1, 2, 3 \text{ such that } \]
\[ N^T(+1)\mathbf{u}^i(x,y) = N_i(-1)\mathbf{u}^i(x,y) \text{ on } \omega^2, \]
\[ N^T(+1)\mathbf{u}^i(x,y) = N_i(-1)\mathbf{u}^i(x,y) \text{ on } \omega^2, \]
\[ \frac{1}{J} \int_{\omega} \big[ (v^j_{,x})^T \, (v^j_{,y})^T \big] \left\{ \begin{array}{c} u_i^x \\ u_i^y \end{array} \right\} \left\{ \begin{array}{c} v_i^x \\ v_i^y \end{array} \right\} \, d\omega = 0 \]
\[ \forall \quad v^j \in \mathcal{W}(\omega^j); \quad i = 1, 2, 3, \]  

where the sub-spaces \( \mathcal{W}(\omega^i) \), \( V^i(\omega^i) \) were defined earlier in Eqs. (16), (17) and (18), while the matrices \( C \) were defined in Eq. (20).

Thus, the basic steps of the proposed methodology are

1. To compute the matrices \( C \) defined in Eq. (20) for a given order \( p \). Observe that the matrices \( C \) are independent of the geometry of the MEMS device, and can therefore be pre-computed, where the height parameter \( H \) is treated symbolically during the computation.
2. Then, the 2-D coupled problem posed in Eq. (21) is solved over the 2-D region \( \omega^j \) surrounding the devices, for a chosen value of \( H \).
3. Finally, the 3-D solution is recovered using Eq. (15).
4. Further, 3-D charges, forces, etc. may be computed directly from the solution vectors \( \mathbf{u}(x,y) \) (as discussed below).

Observe that the variational equation described in Eq. (21) when translated to a strong formulation [19] is of the simple form:

\[ A' \nabla^2 \mathbf{u} + B' \mathbf{u} = 0 \text{ in } \omega^j, \]  

(22)

where the coefficients are constant matrices, derivable from the matrices \( C \). This is a simple 2-D partial equation involving vector fields \( \mathbf{u} \). Any 2-D computational strategy may be used to solve this equation. In this paper, we use the finite-element method to solve Eq. (21) since the weak formulation is ideally suited for FEA.

2.4. Computing 3-D charges

Once the vector fields \( \mathbf{u} \) are computed, the problem of computing the charge associated with the 3-D structure is now addressed. First consider the charge on the 3-D device \( D^j \). By definition we have [23]

\[ Q^j = \varepsilon_0 \int_{\partial D^j} \nabla \mathbf{u} \cdot \mathbf{n} \, d\Gamma. \]
The charge arises from three contributions: (1) charge on the bottom of the device, i.e., $z = -H$ that can be computed from $U^3$, i.e., from $\mathbf{u}'$, (2) charge on the side surfaces $z = -H \ldots H$ that can be computed from $U^2$, i.e., from $\mathbf{u}'$, and finally (3) charge on the top of the device $z = H$ that can be computed from $U^3$, i.e., from $\mathbf{u}'$:

$$Q^q = \varepsilon_0 \left( \int_{d^q(-H)} \nabla U^1 \cdot \mathbf{n} \, d\omega + \int_{H}^{-H} \nabla U^2 \cdot dz \, d\gamma + \int_{d^q(H)} \nabla U^3 \cdot \mathbf{n} \, d\omega \right).$$

Substituting for the gradients from Eq. (19), we have

$$Q^q = \varepsilon_0 \left( \int_{d^q} \frac{\partial U^1}{\partial z} \, d\omega + \int_{H}^{-H} (U^2_x n_x + U^2_y n_y) \, dz \, d\gamma + \int_{d^q} \frac{\partial U^3}{\partial z} \, d\omega \right).$$

Exploiting the representation of Eq. (15):

$$Q^q = \varepsilon_0 \begin{pmatrix} \frac{1}{2} \int_{d^q} N^j_{\alpha}(u^1) \, d\omega \\
 + \frac{1}{2} \int_{d^q} N^j_{\alpha}(u^2) \, d\omega \\
 - \frac{1}{2} \int_{d^q} N^j_{\alpha}(u^3) \, d\omega \end{pmatrix},
$$

$$\tilde{\mathbf{N}} = \int_{-1}^{1} N(\xi) \, d\xi.$$ (23)

Thus the 3-D charges can be recovered directly from the 2-D fields $\mathbf{u}'$. Similarly, one can compute the force on the 3-D device $D^v$ from the 2-D fields $\mathbf{u}'$.

2.5. Choice of shape functions $N_j(\xi)$

The results summarized in the previous section are valid for any set of linearly independent functions $N(\xi)$. Such functions include piece-wise polynomials, Lagrange polynomials and hierarchical polynomials. From a computational perspective, however, the objective is to choose a set that:

- for a given order $p$ permits rapid computation of the $C^r$ matrices defined in Eq. (20),
- for an increase in $p$, permits an easy update of the matrices. (Such updates are often necessary during accuracy improvements or when the height of the MEMS devices is modified during design explorations.)

The hierarchical shape functions are the only ones that meet the above requirements [24]. Indeed, the following set of hierarchical functions has been shown to have robust properties, and is used in this work:

$$N_1(\xi) = (1 - \xi)/2;$$
$$N_2(\xi) = (1 + \xi)/2;$$
$$N_j(\xi) = \frac{P_j(\xi) - P_{j-1}(\xi)}{\sqrt{2(j - 3)}} ; \quad j \geq 3$$

where $P_j(\xi)$ are the Legendre polynomials given by

- $P_1(\xi) = 1$;
- $P_2(\xi) = \xi$;
- $P_j(\xi) = \frac{(2j - 3)\xi P_{j-1}(\xi) - (j - 2)P_{j-2}(\xi)}{j - 1}; \quad j \geq 3$.

The first five functions $N_j(\xi)$ are plotted in Fig. 4.

Observe that with the above choice the middle term in Eq. (17) simplifies to $u^1_i(x, y) = u^2_i(x, y) = \bar{v}^i$ on $\partial d^i(\xi)$ and $u^3_i(x, y) = 0$ on $\partial d^3(\xi)$.

2.6. Implementation issues

Finally, we address certain implementation issues. As stated earlier, we use the finite-element method to solve Eq. (21) since the weak formulation is ideally suited for FEA. Yet another reason for choosing the finite-element method is that it will be convenient later on to couple 2-D structural mechanics with the proposed 2-D electrostatics formulation.

In particular, in all the numerical experiments below, we have employed a commercially available finite-element software package FEMLAB (version 3.2) [12] to solve the 3-D and 2-D reduced problems. As is well known, when FEA is used for modeling open-space problems, one must address the problem of boundary conditions at infinity. Many well-known techniques exist [25], and we have chosen the simplest, that of creating a large bounding box and setting the boundary conditions on the surface of this box to zero.

2.7. Modeling levitation

The presence of a ground plane in comb drives can lead to levitation in that the uncharged movable fingers will tend to move away from the ground plane. Consequently, the simple decomposition of the 3-D region of interest into
three regions (see the first paragraph of Section 2), each of which is a swept region does not hold any more. Further, the levitation (offset) will depend on the applied voltage and resisting forces, and is not known a priori.

One approach to model levitation within the proposed dimensional reduction strategy is to decompose the 3-D region of interest into five regions; the two additional regions have a thickness equal to the (unknown) levitation distance. Each of the five regions is a swept region, so the proposed framework applies. Thus, one defines five unknown fields as opposed to three; with appropriate functional space approximation similar to the ones used in the paper, one arrives at a coupled weak formulation with one of the parameters as levitation distance. Initially, one can assume that the levitation distance is zero, predict the levitation force, update the levitation distance and repeat (formulated as a weakly coupled multi-physics problem). This work has not yet been implemented.

3. Numerical examples

We are now ready to solve the dimensionally reduced problem posed in Eq. (21) and compare the results to the solution from the full 3-D problem of Eq. (1) and classical 2-D problem of Eq. (2).

Example 1. The first example is that of a parallel plate problem consisting of two plates, each of width 10 μm, length 100 μm, variable height 2H and distance 20 μm apart. One plate is grounded while the other is at 1 V. We assume that the plates are enclosed in a space that is open in all directions except for a grounding plane at 50 μm below the device. The objective is to compute the charge on the positively charged plate.

Fig. 5 illustrates the ratio of the computed 3-D to 2-D charge using both classical 2-D per Eq. (2) and proposed 2-D per Eq. (21). Classical 2-D grossly under-predicts the charge when the plate height is comparable to the gap, i.e., when fringing effects cannot be neglected. The proposed method performs well through the entire range of height to gap ratio since 3-D fringing is fully accounted for.

Example 2. The next example we consider is that of a comb illustrated in Fig. 6. The parameters of the comb drive are as follows:

- teeth thickness and gap: 10 μm; height: 50 μm,
- teeth length: 100 μm,
- number of teeth: 10 and 9,
- boundary conditions: insulated in (x, y) directions at 150 μm away from the device, grounded on a plane 50 μm below, and open above,
- the larger of the two combs is assigned a positive voltage, while the other is set at ground.

Here the geometry of the comb drive is kept constant, while the overlap between the two combs is varied. Fig. 7 illustrates the ratio of charges on the positive comb as a function of the overlap. Again, one can observe the superiority of the proposed 2-D method over classical 2-D method. Typical CPU time for simulating the comb
drive on a Pentium-4 (2.4 GHz) equipped with 1 Gbyte of memory are as follows:

- classical 2-D: 1.1 s,
- proposed 2-D ($p = 4$): 9.2 s,
- proposed 2-D ($p = 6$): 14.3 s,
- full 3-D: 68 s.

The computational cost for the proposed method is higher than the classical 2-D and much lower than full 3-D simulation as expected. Not accounted for above is the cost involved in constructing the 3-D geometry.

The ratio of forces on the positively charged plate is illustrated in Fig. 8. Once again the superiority of the proposed 2-D method is evident.

4. Conclusions

We have proposed here a novel method for simulating 3-D electrostatic problems through a reduced 2-D model that fully accounts for 3-D fringing. Thus, one need not construct 3-D geometry or surface/volume mesh in order to extract 3-D behavioral characteristics of MEMS device. Further, as demonstrated through theory and experiments, the accuracy of the 2-D model can be controlled through a dimensional reduction parameter. An immediate extension of this work is multi-physics coupling where the 3-D electrostatic simulation is to be coupled with the structural simulation. Other extensions include modeling MEMS devices whose components are of varying heights. It is eventual objective of this project to be able to fully simulate the physical behavior of MEMS devices directly from 2-D CIF or other popular 2-D MEMS formats.
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