A fast iterative boundary element method for solving closed crack problems
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Abstract

This paper describes an iterative hybrid boundary element method for solving non-linear closed crack problems. The original crack problem is split into two separate sub-problems: (1) the exterior body (without crack) which is modeled using displacement discontinuity boundary elements, and (2) the crack in an infinite domain which is modeled using either a dislocation density or displacement discontinuity approach. Iteration is performed between the exterior body and the crack faces until all boundary conditions are satisfied. Several advantages of this method over previous methods are discussed and are demonstrated in example problems. © 1999 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The understanding of crack closure is important in predicting the static and fatigue strength of structures subjected to compressive stresses. This problem has been extensively studied by many authors using various numerical, experimental and analytical techniques [1]. The two most frequently used numerical techniques for studying fracture mechanics problems are the finite element method (FEM) and boundary element method (BEM). The main advantage of the BEM over FEM is that only the domain boundaries need to be discretized. Contact can be
easily included in the BEM since all the unknowns of the problem, such as the contact tractions and displacements, are boundary quantities. The BEM has another advantage of being, particularly, adept in calculating important fracture mechanics parameters such as stress intensity factors (SIF) and crack growth directions. One drawback of the BEM is that in most BEMs the associated matrices are nonsymmetric and are fully populated. It must be noted that symmetric coefficient matrices can be achieved using a Galerkin symmetric BEM. However, these methods at present only offer slightly improved solution over the traditional solution methods (see, for example, [2]).

Various BEMs have been proposed for solving crack problems. One frequently used BEM is the subregion method, described in Ref. [3]. In the subregion method, the cracked body is subdivided into two subregions and the traction and displacements along all common nodes not on the crack faces are constrained to have equal displacements. The problem with the subregion method is that the resulting matrices tend to be large due to the extra nodes along the subregion interfaces which do not lie along the boundary of the body. Crouch [4] has developed the displacement discontinuity boundary element method (DDBEM), which overcomes the problem associated with the constrained nodes in the subregion method.

![Fig. 1. Schematic representation of the iterative method of solving crack problems after Ameen and Raghuprasad [8].](image-url)
Another frequently used BEM, which obviates the need for multidomains, is the ‘dual boundary element’ approaches [5–7]. In this method, the displacement boundary integral equation is applied to one of the crack faces and the traction boundary integral equation on the other.

Other methods have also been used to solve the open crack problem, but have not yet been extended to the closed crack problem. An iterative method was proposed by Ameen and Raghuprasad [8]. In this method, the body is subdivided into two sub-problems as shown in Fig. 1. Sub-problem 1 models the body subjected to the prescribed force and displacement boundary conditions without the crack. Sub-problem 2 models a crack in an infinite domain subjected to internal shear and normal tractions. Iteration between the two sub-problems is then performed until all the boundary conditions in both bodies are satisfied. The final solution for the unknowns is a superposition of the unknowns of the two bodies. Ameen and Raghuprasad [8] did not consider closed cracks and commented that the only advantage of their iterative method over other methods, such as the DDBEM, is that the matrix associated with each region requires less storage space than the combined problem and, thus, can be handled by computers with smaller memory storage.

Another method discussed by Sturt [9] uses a hybrid method in which the DDBEM is used to model the outer boundaries of the structure, while a distributed dislocation technique (DDT) is used to model the crack. The greatest advantage of the DDT is that the stress tip singularities are accurately calculated. Sturt [9] did not consider crack closure, though the DDT can be extended to include this case. Xu and Ortiz [10] have developed an energy based dislocation density approach, which leads to symmetric coefficient matrices and integral equations which are only mildly singular and can, thus, be integrated with a simple quadrature scheme.

This paper discusses a coupled iterative-hybrid boundary element method (IHBEM). In this method, the two bodies are modeled separately as described by Ameen and Raghuprasad [8]. Sub-problem 2 is modeled either by using the DDT or DDBEM. The advantage of the IHBEM is that since contact problems are non-linear, iteration is typically required for all solution methods, and since the IHBEM iterates on smaller matrices, the method can potentially prove to be faster than traditional techniques. The method has the added advantage that any standard BEM code can be easily modified to obtain results for the crack-free region.

Closed crack simulation is particularly important in the study of subsurface crack growth under rolling contact and, thus, this problem has been extensively studied by various authors [14–16]. A subsurface crack under rolling contact has been chosen as one of the example problems to illustrate the IHBEM, since it reveals some further subtle advantages of this method.

2. Theoretical formulation

A two-dimensional cracked body shown in Fig. 1(a) is subjected to prescribed tractions \( (p) \) and displacements \( (u) \) on the outer boundary, and tractions \( (t) \) on the crack surface. The body is assumed to be linearly elastic, homogenous and isotropic. The problem is first partitioned into two subregions. Sub-problem 1, shown in Fig. 1(b), represents the original body without
the crack subjected to all the external boundary conditions \((p_1 \text{ and } u_1)\). Sub-problem 2, shown in Fig. 1(c), represents a crack in an infinite body subjected to prescribed tractions \((t_2)\). Any BEM can be used to solve the boundary value problem for both sub-problems. In this paper, however, sub-problem 1 is solved using the quadratic displacement discontinuity (QDD) method [11]. Sub-problem 2 is solved using either the DDT or QDD method. After sub-problem 1 is solved, the normal and shear tractions are calculated at the position of crack \((t_2)\). These tractions are then applied as negative forces on the crack-faces of sub-problem 2. Sub-problem 2 is then solved, and the boundary conditions on the boundaries of sub-problem 1 are calculated. These boundary conditions are then subtracted from the existing boundary conditions \((p)\) of sub-problem 1 and the tractions at the crack are recalculated. The iterations between sub-problems 1 and 2 are performed until convergence is achieved.

2.1. Background to the QDD method

In the DDT, the analyzed body is subdivided into a series of \(N\) elements with unknown displacement discontinuities over each one. The unknown displacement discontinuities are then solved by summing the effects of all \(N\) elements so as to satisfy the prescribed boundary conditions. If stresses are prescribed on the \(i\)th element then the \(i\)th equations of the system are

\[
\sigma_s = \sum_{j=1}^{N} A_{ss}^j D_s + \sum_{j=1}^{N} A_{sn}^j D_n
\]

\[
\sigma_n = \sum_{j=1}^{N} A_{ns}^j D_s + \sum_{j=1}^{N} A_{nn}^j D_n
\] (1)

Similarly for the prescribed displacements

\[
u = \sum_{j=1}^{N} B_{ss}^j D_s + \sum_{j=1}^{N} B_{sn}^j D_n
\]

Fig. 2. Schematic representation of normal and shear displacement discontinuities.
\[ iu_n = \sum_{j=1}^{N} ij B_{ns} iD_s + \sum_{j=1}^{N} ij B_{nn} iD_n \]  

(2)

where \( \sigma_s \) and \( \sigma_n \) are the tangential and normal stresses, respectively. \( ij A \) and \( ij B \) are the stress and displacement influence coefficients, respectively, which relate the stresses (or displacements) of node \( i \) to a unit displacement discontinuity at node \( j \). \( D_s \) and \( D_n \) are the shear and normal displacement discontinuities, respectively, which represent the relative displacements between the faces of a crack as shown in Fig. 2. In the case of an assumed quadratic variation in displacement discontinuity, Bhattacharyya and Willment [11] have shown that

\[ D = D(-b) \left[ \frac{1}{2b^2} x(x - b) \right] + D(0) \left[ 1 - \frac{x^2}{b^2} \right] + D(b) \left[ \frac{1}{2b^2} x(x + b) \right] \]  

(3)

where \( D \) has components \( D_s \) and \( D_n \), and needs to be evaluated at three points (nodes) along the element. In general, the nodes can be placed at any position within the element except the element end-points, where numerical problems occur due to the interpolation function (in Eq. (3)) not being differentiable across elements. In Eq. (3), the nodes are placed at \( x = -b \), \( x = 0 \) and \( x = b \). The influence coefficients \( ij A \) and \( ij B \) for the QDD have analytical representations and are given by Bhattacharyya and Willment [11]. Eqs. (1) and (2) can be formulated in matrix form as

\[ \{ b \} = [C] [D] \]  

(4)

where vector \( \{ b \} \) are the prescribed boundary conditions, \([C]\) is the influence function matrix and \( \{ D \} \) is the displacement discontinuity vector. Once \( \{ D \} \) is calculated, the stresses and displacements \( \{ f_1 \} \) for any set of interior points can be calculated using

\[ \{ f_1 \} = [E_1] [D] \]  

(5)

where \([E_1]\) is the influence matrix relating the stresses and displacements of the interior point to the boundary displacement discontinuities.

2.2. Background to the DDT method

Consider a single dislocation of Burger’s vector \( b \) (with components \( b_x \) and \( b_y \)) located at

![Fig. 3. A dislocation with Burger’s vector \((b_x, b_y)\) in an infinite elastic space.](image-url)
(x_0,y_0) in an infinite elastic domain, shown in Fig. 3. The resulting stresses and displacements at a second point (x,y) are [12]

\[
\sigma_{xx}(x,y) = 2\frac{\mu}{\pi(\kappa + 1)} \left\{ b_x G_{xx} + b_y G_{yy} \right\}
\]  

\[
\sigma_{yy}(x,y) = 2\frac{\mu}{\pi(\kappa + 1)} \left\{ b_x G_{yy} + b_y G_{xx} \right\}
\]  

\[
\sigma_{xy}(x,y) = 2\frac{\mu}{\pi(\kappa + 1)} \left\{ b_x G_{xy} + b_y G_{yx} \right\}
\]  

\[
u(x,y) = \frac{1}{2\pi(\kappa + 1)} \left\{ b_x U_{xx} + b_y U_{yy} \right\}
\]  

\[
u(x,y) = \frac{1}{2\pi(\kappa + 1)} \left\{ b_x U_{xy} + b_y U_{yx} \right\}
\]  

where \( \mu \) is the shear modulus, \( \kappa = 3 - 4\nu \) in plane strain (\( \nu \) being the Poisson’s ratio). \( G_{ijm} \) and \( U_{ij} \) are the stress and displacement dislocation influence coefficients, respectively, given in Appendix A.

Consider a crack of length 2a with local co-ordinates x and y shown in Fig. 4. By placing a dislocation density \( \mathbf{B} \) (with components \( B_x \) and \( B_y \)) over the crack, the stresses and displacements at any point (x,y) can be calculated using

\[
\sigma_{ij}(x,y) = 2\frac{\mu}{\pi(\kappa + 1)} \int_{-a}^{a} \left( B_x U_{i\zeta j}(x,y,\zeta,0) + B_y G_{i\zeta j}(x,y,\zeta,0) \right) d\zeta
\]  

\[
u(x,y) = \frac{1}{2\pi(\kappa + 1)} \int_{-a}^{a} \left( B_x U_{j\zeta i}(x,y,\zeta,0) + B_y U_{i\zeta j}(x,y,\zeta,0) \right) d\zeta
\]

Fig. 4. A crack modeled by a distribution of dislocation densities (\( B_x \) and \( B_y \)).
where $B_k = \partial b_k / \partial \hat{\chi}$, $G_{kij}$ and $U_{ik}$ are the local coordinate stress and displacement influence functions for a Burger's vector density in the $k$ direction, respectively. A standard tensor coordinate transformation is needed to map the global influence functions to the local coordinates (see Ref. [12]). It must be noted that in general the integrals in Eqs. (11) and (12) contain singularities of the order $1/\sqrt{d}$, which cannot be solved analytically and require special numerical integration techniques, such as Gauss–Chebyshev quadrature. (For full explanation of Gauss–Chebyshev quadrature, see Ref. [12]). Since there is a $-1/2$ singularity at the crack tip, $B_k$ can be expressed as $B_k = \phi_k / \sqrt{a^2 - x^2}$, where $\phi_k$ is a non-singular function. After numerical integration, Eqs. (11) and (12) can be rewritten as

$$\{T\} = [G]\{\Phi\} \quad (13)$$

where vector $\{T\}$ corresponds to the prescribed boundary conditions, $[G]$ is the dislocation influence matrix and vector $\{\Phi\}$ represents the unknowns $\phi_k$. Once $\{\Phi\}$ is computed, the unknown dislocation density $B$ can be obtained. Eqs. (11) and (12) can also be used to calculate the stresses and displacements $\{f_2\}$ at any point in the domain using

$$\{f_2\} = [E_2]\{B\} \quad (14)$$

where $[E_2]$ is the influence matrix relating the stresses and displacements of the interior point to the dislocation densities.

2.3. Background to the analysis of closed crack

Consider a partially closed crack of length $2a$, shown in Fig. 5. For each pair of corresponding particles located on either face of the closed portion of the crack, the relative normal displacement are constrained to be equal and the shear tractions are related to the normal tractions through a friction law. In the case of Coulomb friction, the crack faces will stick and the relative shear displacement will be zero if

$$|S| < c + fN \quad (15)$$

where $S$ and $N$ are the shear and normal tractions along the closed portion of the crack, and $c$ and $f$ are the cohesion and the coefficient of friction, respectively. In the case when the shear
traction \((S)\) is sufficiently large to overcome stick, the shearing traction is limited by friction, i.e.,

\[
|S| = c + fN
\]

For the crack shown in Fig. 5, the location of the crack-closure points \(b\) and \(c\), as well as the stick/slip conditions are unknown and need to be found as part of the solution. Although the DDT can be used to solve crack-closure problems, the resulting integral equations tend to require complicated formulation which are beyond the scope of this paper and the interested reader is referred to [12].

A more practical method for solving closed crack problems is given by Crouch [13], in which the crack surfaces are connected by springs with constant normal stiffness \(K_n\) and shear stiffness \(K_s\) so that

\[
^iS = K_s^iD_s
\]

\[
^iN = K_n^iD_n
\]  

(17)

Now, combining Eqs. (1) and (17) gives

\[
0 = -K_s^iD_s + \sum_{j=1}^{N} \sum_{j=1}^{N} A_{ss}^{ij} D_s + \sum_{j=1}^{N} A_{sn}^{ij} D_n
\]

\[
0 = -K_n^iD_n + \sum_{j=1}^{N} \sum_{j=1}^{N} A_{ns}^{ij} D_s + \sum_{j=1}^{N} A_{nn}^{ij} D_n
\]  

(18)

By choosing relatively large values of \(K_n\) and \(K_s\), the faces of the crack can be prevented from relative deformations. In general, crack-closure problems are path dependent which means that load incrementation is needed to find the final displacement and stress state of the body. At any load step \((k)\), the shear and normal tractions calculated in Eq. (17) have to be compared with the Coulomb friction criterion given by Eq. (15). If the shear traction \(S\) is sufficiently large to overcome stick, Eqs. (16) and (1) need to be used giving

\[
c + fN = \sum_{j=1}^{N} A_{ss}^{ij} D_s + \sum_{j=1}^{N} A_{sn}^{ij} D_n
\]

\[
0 = -K_n^iD_n + \sum_{j=1}^{N} A_{ns}^{ij} D_s + \sum_{j=1}^{N} A_{nn}^{ij} D_n
\]  

(19)

At any load increment, the normal tractions on the faces can be negative indicating separation of the crack faces. In this case, the crack faces are stress free and Eq. (1) becomes
At load step \((k)\), an element that has slipped in a previous step can stick in which case the old shear stress \(S_{\text{old}}\) is ‘locked’ into the model which is given by

\[
0 = \sum_{j=1}^{N} \eta_j A_{ss j} D_s + \sum_{j=1}^{N} \eta_j A_{sn j} D_n
\]

\[
0 = \sum_{j=1}^{N} \eta_j A_{ss j} D_s + \sum_{j=1}^{N} \eta_j A_{sn j} D_n
\] (20)

Eqs. (18)–(21) need to be solved iteratively until all boundary conditions are satisfied.

2.4. Iterative solution techniques

The iterative solution technique, presented in this paper, extends the work of Ameen and Raghuprasad [8] to include closed crack problems. The following algorithm can then be used to solve the problem.

1. Compute the matrices \(C, G, E_1\) and \(E_2\) from Eqs. (4), (5), (13) and (14).
2. Factorize matrix \(C\) using \([C] = [L][U]\), where \(L\) and \(U\) are the lower and upper matrices.
3. Calculate \(D\) for sub-problem 1.
4. Find the stresses \(f_1\) at the internal points corresponding to the crack position of sub-problem 2.
5. The calculated stresses \(f_1\) are assumed to act as tractions on the crack faces of sub-problem 2. The crack is assumed closed at all points and the crack face reactions are calculated.
6. Use Eqs. (18)–(21) to calculate the crack discontinuities and tractions.
7. Repeat Steps 8–12 below till sufficient accuracy is obtained
8. Calculate the unknown stresses/displacements \(f_2\) from sub-problem 2 at the boundary points of sub-problem 1.
9. Modify the prescribed boundary conditions in sub-problem 1 by subtracting \(f_2\) and the new displacement discontinuities are calculated from \(\{b\} - \{f_2\} = [L][U][D]\)
10. Recalculate the stresses \(f_1\) at the internal points corresponding to the crack position of sub-problem 2.
11. The calculated stresses \(f_1\) are assumed to act as negative tractions on the crack faces of sub-problem 2.
13. The final displacement and stresses solutions at any point in the body is derived by superposition of the solutions for sub-problems 1 and 2.

It must be noted that LU decomposition is used to factorize matrix \(C\) since, in general, step 8 has to be calculated at least four times for open cracks and 10 times for closed cracks before
convergence is achieved. Since LU decomposition only requires back-substitution at each step, this is considerably faster than the full reduction of $C$ at each step.

3. Example problems

The method described in this paper is used to solve two classical fracture mechanics problems. The first problems deals with a central crack in a finite width strip. This open crack problem uses the QDD method to model the exterior plate and the DDT to model the internal crack. The second example problem analyzes a subsurface crack in a half-plane subjected to a moving point load. The second problem has been extensively studied \[14–16\] because of the interest in rolling contact fatigue failure.

3.1. Example problem 1: open crack problem

Consider a finite width strip with a centrally located crack subjected to a remote tensile stress as shown in Fig. 6. Since the analyzed crack is straight and horizontal, Eqs. (11) and (12) can be further simplified by setting $y = 0$ for $G_{ijk}$ in Appendix A. The normal ($N(x)$) and shear ($S(x)$) tractions are then given by:

$$
N(x) = 2\frac{\mu}{\pi(\kappa + 1)} \int_{-a}^{a} \frac{B_k(\xi)}{x - \xi} d\xi
$$

$$
S(x) = 2\frac{\mu}{\pi(\kappa + 1)} \int_{-a}^{a} \frac{B_k(\xi)}{x - \xi} d\xi
$$

(22)

When Eqs. (22) are normalized over the interval $[-1, +1]$ and $s = \xi/a$, it can be shown \[12\] that the function $B_k(\xi)$ can be rewritten as

$$
B_k(s) = \frac{\varphi_k(s)}{\sqrt{1 - s^2}}
$$

(23)

Gauss–Chebyshev quadrature gives:

![Fig. 6. A cracked tension strip with crack length ($2a$) and width ($W$).](image)
\[ N(t_k) = 2 \frac{\mu}{\pi(\kappa + 1)} \frac{1}{N} \sum_{i=1}^{N} \frac{\phi_x(s_i)}{t_k - s_i} \]  

(24)

\[ S(t_k) = 2 \frac{\mu}{\pi(\kappa + 1)} \frac{1}{N} \sum_{i=1}^{N} \frac{\phi_y(s_i)}{t_k - s_i} \]  

(25)

where \( N \) is the number of integration points, \( s_i = \cos(\frac{2i\pi}{2N}) \) are the integration points \((i = 1, \ldots, N)\), \( t_k = \cos(\pi k/N) \) are the collocation points \((k = 1, \ldots, N - 1)\). In order to solve the system of Eqs. (22) and (23) for the unknowns \( \phi_x(s_i) \) and \( \phi_y(s_i) \), two further equations are needed.

\[ \int_{-a}^{a} B_x(\xi) \, d\xi = \frac{\pi}{N} \sum_{i=1}^{N} \phi_x(s_i) = 0 \]  

(26)

\[ \int_{-a}^{a} B_y(\xi) \, d\xi = \frac{\pi}{N} \sum_{i=1}^{N} \phi_y(s_i) = 0 \]  

(27)

Eqs. (26) and (27) are known as the side conditions, and are obtained from the requirement that the crack faces meet at both ends.

After Eqs. (24)–(27) are solved, the SIF at the crack ends can be calculated using (see Ref. [12])

\[ K_I(\pm a) = \pm 2\sqrt{\pi a} \frac{\mu}{\kappa + 1} \phi_y(\pm a) \quad \text{and} \quad K_{II}(\pm a) = \pm 2\sqrt{\pi a} \frac{\mu}{\kappa + 1} \phi_x(\pm a) \]  

(28)

Since \( \phi(\pm a) \) are not explicitly calculated in the solution of Eqs. (22)–(25), an extrapolation method must be used. Krenk’s extrapolation formulae [12] is a particularly powerful method for finding \( \phi(\pm a) \).

Example problem 1 is solved for various crack lengths \((a \text{ in Fig. 6})\). The results for the SIF are compared with \( K_I = [\sec(\pi a/W)]^{-1/2} \sigma \sqrt{\pi a} \) given by Feddersen [17] and \( K_I = [1 -

<table>
<thead>
<tr>
<th>( a/W )</th>
<th>Dixon</th>
<th>Feddersen</th>
<th>Iterative</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.0206</td>
<td>1.0254</td>
<td>1.0139</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0911</td>
<td>1.1118</td>
<td>1.0942</td>
</tr>
<tr>
<td>0.25</td>
<td>1.1547</td>
<td>1.1892</td>
<td>1.1689</td>
</tr>
<tr>
<td>0.3</td>
<td>1.2500</td>
<td>1.3043</td>
<td>1.2859</td>
</tr>
<tr>
<td>0.4</td>
<td>1.6667</td>
<td>1.7989</td>
<td>1.8190</td>
</tr>
</tbody>
</table>

Table 1
Comparison of SIF results
\[(2a/W^2)\frac{1}{\sqrt{\pi a}} \\sigma \] given by Dixon [17] in Table 1. The boundary of the strip are discretized using 40 QDD elements and 30 dislocation density integration points are placed on the crack.

Table 1 shows that the iterative technique is within 3\% of the analytical solutions. The solution time for the problem on an INDY silicon graphics workstation was 2.23 s for the iterative method. In order to assess the speed of this technique, the same problem was solved using a direct QDD method to model both the boundaries and crack. In order to obtain the same 3\% accuracy as the hybrid technique, the QDD method took 1.89 s. When the problem was resolved using double the elements for both methods, the iterative technique required 11.2 s while the QDD method required 14.2 s. Thus, for larger problems, the iterative method is more efficient than the traditional QDD method for solving open crack problems. The iterative technique is faster than the direct approach, since it requires the reduction of a smaller matrix (associated with the uncracked body only) than the direct approach (associated with the full cracked body problem).

3.2. Example problem 2: partially closed crack problem

The growth of a crack parallel to a surface, undergoing periodic compressive loading, is one of the major causes of fatigue damage of riding surfaces. This damage mode has been extensively studied by several authors including the analytical solution of Hearle and Johnson [14], the DDT technique of Chang et al. [15] and the FEM approach of Komvopolous [16]. In order to verify the iterative BEM presented in this paper, the developed iterative technique is compared with the example problem studied by Komvopolous [16].

Consider a horizontal subsurface crack of length \(2a\) and depth \(h\) subjected to a moving point load \((P)\), as shown in Fig. 7. Depending on the load position \((x_p)\) and crack geometry, various parts of the crack can either undergo forward slip, backward slip, separation or stick as shown in Fig. 8. For this example, the crack-to-depth ratio \(2a/h\) is equal to 3, the Young’s modulus \(E\) is \(1 \times 10^{11} \text{ N m}^{-2}\) and Poisson’s ratio \(\nu\) is 0.3. The top surface of the elastic half-plane is modeled using 100 QDD elements and the crack is modeled using 25 QDD elements. The shear and normal spring stiffnesses \((K_s \text{ and } K_n\) in Eq. (17) are assumed to be \(2 \times 10^{17} \text{ N m}^{-1}\). The coefficient of friction \((f)\) is set equal to 0 and 0.5.

The results of the mode II SIF at the left crack tip and the various modes of crack-opening, closure and stick are compared with the results of Komvopolous [16]. The mode II SIF is calculated from [18]

![Fig. 7. A subsurface crack in an elastic half-space subjected to a moving point load.](image)
where $D_{\text{tip}}$ is the near crack-tip shear discontinuity and $r$ is the distance from the crack tip.

The normalized mode II SIF $K_{\text{II}}/(2P/\pi \sqrt{h})$, for the left crack tip of a frictionless horizontal crack, is compared with the analytical solution of Hearle and Johnson [14] in Fig. 9. The developed iterative BEM shows good agreement with the analytical solution. The crack opening and sliding mechanisms for various normalized load positions ($x_p/a$) are shown in Fig. 10. The sliding and opening behavior of the crack compare well with the FEM solution of Komvopolous [16]. The mode II SIF for frictionless and frictional contact ($f = 0.5$) for the left

$$K_{\text{II}} = \frac{\mu}{4(1-v)} \sqrt{\frac{2\pi}{r}} D_{\text{tip}}$$
Fig. 10. Regions of slip and separation for the frictionless subsurface crack under various positions of a concentrated point load.

crack tip is shown in Fig. 11. Fig. 11 shows that the consequence of frictional contact is to

Fig. 11. Comparison of the mode II SIF for the left crack-tip of a frictionless and frictional subsurface crack under various concentrated point load positions.
reduce the SIF for all load positions. Fig. 12 show the various stick, slip and separation zones for various load positions. The results for the frictional contact case compare well with the FEM solution of Komvopolous [16].

Komvopolous’ FEM results at $x/a = -1$ and $x/a = 1$; however, show a stick zone near $x_p/a = 2$ and $x_p/a = 2$ which do not appear in Fig. 12. The present analysis is considered correct, since the extent of stick zone at these points can be attributed to the assumed contact convergence parameters used by Komvopolous [16]. Using a similar FEM model, Komvopolous and Cho [19] also shows stick at the same locations for deep cracks ($2a/h = 1$). These stick-zones are not consistent with Hearle and Johnson’s analysis [14] which show a slip zone, since the driving shear force is greater than the frictional resisting force at a deep crack.

In order to illustrate the solution speed of the new iterative approach, the full problem was solved for all loading positions using the same number of QDD elements (100 on the elastic half-plane and 25 on the crack) and the solution time was compared with the iterative procedure. The solution time for the full problem on an INDY silicon graphics workstation was 2 h, while for the iterative solution was 13 min. The vastly improved speed can be attributed to the fact that the exterior problem’s geometry remains the same throughout the solution and can be LU decomposed after the first iteration. Subsequent solutions only requires back-substitution for the exterior problem and the full solution of the much smaller interior crack-problem.

Fig. 12. Regions of slip, stick and separation for the frictional subsurface crack under various positions of a concentrated point load.
4. A note on solution speed

A clear picture of the presented method’s solution speed can be garnered by analyzing the two example problems for an increasing number of boundary elements. As previously mentioned, the solution speed of the fast iterative method is compared with the solution speed of the direct QDD method in order to obtain 3% accuracy of the iterative method with the direct solution method. Fig. 13(a) shows the time taken to solve Example problem 1 by both the direct and iterative methods with an increasing number of elements (the number of nodes on both the crack and external boundaries are proportionally increased). Fig. 13(a) shows that the solution time for the open crack case (Example problem 1) increases with increasing number of boundary nodes for both the iterative and direct BEM. As previously discussed, the iterative solution scheme is slower for smaller problems (less than approximately 300 nodes), but is faster for larger problems.

The solution time for solving the closed crack problem (Example problem 2) with an increasing number of boundary nodes is shown in Fig. 13(b). For all problem sizes studied in this case, the iterative BEM was significantly faster (approximately by an order of magnitude) than the traditional direct BEM.

5. Discussions and conclusions

The iterative BEM has been presented in this paper, and has been applied to the modeling of

![Fig. 13. A comparison of solution speed between the direct and iterative boundary element method with an increasing number of boundary nodes for: (a) Example problem 1; (b) Example problem 2.](image)
closed and open cracks. The method of partitioning the problem into two sub-problems consisting of the exterior body without crack and a crack in an infinite domain has been shown to have some significant advantages over other solution methods. These advantages include:

1. Increased solution speed over large linear elastic (open crack) problems.
2. Vastly increased speed for closed crack problems which involve load-stepping and iteration.
3. The two sub-problems are independently formulated and can be solved with different methods leading to a hybrid approach.
4. The computer matrix-storage space is reduced.

Though this paper has concentrated on dealing with a single isotropic homogenous elastic material, the method can be extended to take into account multi-material anisotropic behavior. Future work could concentrate on analyzing the efficiency of this iterative technique in solving various assumed crack-face mechanisms (such as cracks with cohesion), material constitutive behavior as well as multiple crack problems.

**Appendix A**

The stress and displacement influence coefficients in Eqs. (6)–(10) are given by

\[ G_{xxx} = \frac{-\tilde{y}}{r^4}(3\tilde{x}^2 + \tilde{y}^2) \] (A1)

\[ G_{yyx} = \frac{-\tilde{x}}{r^4}(\tilde{x}^2 - \tilde{y}^2) \] (A2)

\[ G_{xyy} = \frac{-\tilde{y}}{r^4}(\tilde{x}^2 + 3\tilde{y}^2) \] (A3)

\[ G_{yyy} = \frac{-\tilde{x}}{r^4}(\tilde{x}^2 - \tilde{y}^2) \] (A4)

\[ G_{xxy} = \frac{-\tilde{x}}{r^4}(\tilde{x}^2 - \tilde{y}^2) \] (A5)

\[ G_{yyx} = \frac{-\tilde{y}}{r^4}(\tilde{x}^2 - \tilde{y}^2) \] (A6)

\[ U_{xx} = (\kappa + 1)\Theta + \frac{2\tilde{x}\tilde{y}}{r^2} \] (A7)

\[ U_{xy} = -(\kappa - 1)\log r - \frac{2\tilde{x}^2}{r^2} \] (A8)
\[ U_{yy} = -(1 - \kappa)\log r - \frac{2\tilde{x}^2}{r^2} \quad \text{(A9)} \]

\[ U_{yy} = (\kappa + 1)\Theta - \frac{2\tilde{x}\tilde{y}}{r^2} \quad \text{(A10)} \]

where \( \tilde{x} = x - x_d, \tilde{y} = y - y_d, \)
\( r^2 = (x - x_d)^2 + (y - y_d)^2 \) and \( \Theta \) is the angle shown in Fig. 3.
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