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Abstract

The numerical solution of acoustic wave propagation problems in planar domains with corners and cracks
is considered. Since the exact solution of such problems is singular in the neighborhood of the geometric
singularities the standard meshfree methods, based on global interpolation by analytic functions, show low
accuracy. In order to circumvent this issue, a meshfree modification of the Method of Fundamental Solutions
is developed, where the approximation basis is enriched by an extra span of corner adapted non-smooth shape
functions. The high accuracy of the new method is illustrated by solving several Boundary Value Problems
for the Helmholtz equation, modelling physical phenomena from the fields of room acoustics and acoustic
resonance.
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1. Introduction

In this work we address the numerical solution of Boundary Value Problems (BVP) for the Helmholtz
equation, also known as the reduced wave equation. Such problems arise when modelling the propagation of
time-harmonic acoustic waves with low amplitudes in homogeneous media. From an application’s point of
view, we will be interested in the approximate solution of interior scattering problems and acoustic resonance
problems in planar domains with non-smooth geometries.

Let Ω ⊂ R2 be a bounded domain with boundary Γ = Γ1 ∪ Γ2 and consider the following BVP for the
Helmholtz homogeneous Partial Differential Equation (PDE)





∆u+ k2u = 0 in Ω

u = g1 on Γ1

∂νu = g2 on Γ2,

(1)

where, for a unitary speed of wave propagation, k > 0 denotes the wave-frequency, g1 and g2 are prescribed
Dirichlet and Neumann boundary conditions (BC), ν is the normal vector at Γ2, pointing outwards with
respect to Ω and ∂νu is the normal derivative of the unknown solution u at Γ2. BVP (1) is well posed, except
for a countable number of eigenfrequencies k, for which the homogeneous problem (with g1 = g2 = 0) has
non-trivial solutions, e.g. [15, 11].
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From a numerical point of view, the methods developed here will be based on the classical Method of
Fundamental Solutions (MFS), e.g. [30], which is a meshfree technique used for the approximate solution of
Boundary Value Problems for homogeneous PDEs. In particular, the MFS is a boundary collocation method,
where the unknown solution is approximated by superposition of fundamental solutions of the corresponding
differential operator, e.g. [37]. It has been applied successfully for the solution of a variety of physical
problems in fluid mechanics, acoustics, electromagnetism, elasticity and options pricing. The reported
numerical results indicate that highly accurate approximate solutions may be obtained at a relatively low
computational cost, provided the boundary of the domain Ω and the boundary conditions of the BVP are
sufficiently regular. A list of applications of the MFS and related variants may be found in the survey
papers [19, 20, 22] and in the book [23].

On the other hand, the standard MFS may experience significant difficulties when applied to BVPs in
domains with corners or cracks. This problem is due to the fact that the solution u or some of its derivatives
are singular at the referred corners’ (cracks’) tips. Consequently, no linear combination of the analytic shape
functions will provide a high precision local approximation. From this point of view, a modification of the
MFS’s formulation is required in order to extend its range of application to such singular problems. Here,
we will develop an enrichment technique, where the MFS basis is augmented by a set of singular, corner
(crack) adapted, particular solutions of the Helmholtz PDE. Similar approach was considered in [4] for a
crack analysis problem involving the Dirichlet BVP for the Laplace equation.

In section 2 we include a brief review of the numerical formulation of the classical MFS, as well as
some theoretical and numerical considerations related to its application. A set of corner adapted particular
solutions of the Helmholtz PDE is derived in section 3, for the Dirichlet, Neumann and mixed Dirichlet-
Neumann BVPs. The enriched MFS is formulated in section 4, for the non-resonance and the resonance
problems. Numerical simulations, illustrating the high accuracy of the new method, will be presented in
section 5.

2. The Method of Fundamental Solutions

A fundamental solution of the 2D Helmholtz differential operator is given by the radially symmetric
spherical wave

Φk(x) =
i

4
H

(1)
0 (k|x|), x ∈ R2\{0},

which satisfies (in the distributional sense) the equation (∆ + k2)Φk = −δ. Here, δ is the Dirac delta

distribution, centered at x = 0 and H
(1)
0 = J0 + iY0 is the Hänkel function, defined through the Bessel

functions of the first and second kind J0 and Y0, respectively. As a consequence of the singularity of the
Bessel function Y0 the fundamental solution is also singular at its center of symmetry x = 0. By shifting this
singularity to an exterior point y /∈ Ω̄, referred to as the source point of Φk, we obtain a particular solution
Φk(· − y) of the Helmholtz equation in Ω̄.

In the classical MFS the unknown solution of the BVP (1) is approximated by a linear combination of
fundamental solutions

u(x) ≈ un(x) =

n∑

j=1

αjΦk(x− yj), x ∈ Ω̄, (2)

with unknown coefficients α = (α1, . . . , αn) ∈ Cn and source points (singularities)

Y = {yj ∈ Γ̂ : j = 1, . . . , n},
selected on an admissible pseudo boundary Γ̂, e.g. [2], embracing Ω, see Fig. 1. Note that, by its definition,
un is readily a particular solution of the Helmholtz equation in Ω̄.

In order to calculate α we have to enforce that un satisfies the boundary conditions from (1) with respect
to a set of boundary collocation points X ⊂ Γ. More precisely, we consider the two point sets

X1 = {xi ∈ Γ1 : i = 1, . . . ,m1}
X2 = {xi ∈ Γ2 : i = m1 + 1, . . . ,m1 +m2}
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Figure 1: A simply connected domain Ω and pseudo-boundary Γ̂ (left) and a multiply connected domain with two holes and

pseudo-boundary Γ̂ = Γ̂1 ∪ Γ̂2 ∪ Γ̂3 (right).

and impose the boundary conditions as follows

{
un(xi) = g1(xi), xi ∈ X1 (Dirichlet BC)

∂νun(xi) = g2(xi), xi ∈ X2 (Neumann BC)

Let X := X1 ∪X2 with X1 ∩X2 = ∅ and define m := m1 +m2 for the total number of boundary collocation
points.

In the case of BVP (1), i.e. when two types of boundary conditions are imposed on subsets of Γ, the
MFS approximation leads to the solution of a m× n linear system of the form




A1

−−−−−
A2






α1

...
αn


 =




g1

−−
g2


 . (3)

Here the blocks corresponding to the boundary conditions are given by

A1 = [Φk(xi − yj)]m1×n and g1 = [g1(xi)]m1×1, (4)

for the Dirichlet BC and

A2 = [∂νΦk(xi − yj)]m2×n and g2 = [g2(xi)]m2×1, (5)

for the Neumann BC. Define the total collocation matrix by A := [A1 A2] and the right-hand-side vector
by g := [g1 g2].

The two most popular methods for solving system (3) are by collocation, when n = m, and by a least
squares approach, when the system is over-determined, i.e. when m > n. In the second case we solve the
corresponding square system of normal equations

A∗Aα = A∗g,

where A∗ denotes the conjugate transpose of the matrix A. Explicitly, the solution of the square linear
systems may be calculated by Gauss elimination, whenever the matrix A is well conditioned. However, in
most simulationsA is ill-conditioned or even singular within the machine precision, e.g. [10, 33], and a pseudo
inversion technique, e.g. Tikhonov regularization or Truncated Singular Value Decomposition (TSVD), is
required for the solution of (3). The ill-conditioning of A is related to the theoretical origin of the MFS.
More precisely, the MFS may be seen as a discretization of a Fredholm integral equation of the first kind
with a compact kernel. Consequently, the ill-posedness of the continuous model carries over to the discrete
problem in the form of ill-conditioning.
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Note that, due to the analyticity of the shifted fundamental solutions in Ω, the approximate solution un

is also analytic in Ω. Therefore, approximations of the derivatives of the solution at any point x ∈ Ω may
be easily calculated by a term-wise differentiation in (2). The latter is a non-trivial task when standard
element-based methods, such as the Finite Element Method and the Boundary Element Method, are applied.

The MFS, as described above, shows high accuracy when applied to BVPs in smooth settings. The
numerical results may be improved considerably by increasing the number of source and collocation points
or by increasing the distance between the boundary and the pseudo boundary, e.g. [10, 7, 29]. The situation
changes dramatically when domains with boundary singularities, e.g. corners, are considered. In this case,
the analytic shape functions Φk(· − yj) fail to approximate the correct, singular local behavior of the exact
solution at the corner’s tip.

One solution for the corner problem is to free some of the source points and to use the nonlinear version
of the MFS, see Remark 1, of course, with a very restricted number of nonlinear parameters. Usually five or
six free source points will treat the problem for any singularity, see [18]. Another possibility is to enrich the
nonlinear MFS with additional functions, which describe the correct local behavior of the solution at the
corner, e.g. [26, 36]. However, both these variants require the solution of a nonlinear minimization problem
for the unknown coefficients αj , sources’ locations yj and, possibly, for some unknown parameters of the
extra shape functions. In the following section we will introduce an enrichment technique, based on the
standard MFS (with fixed source points), which preserves the simplicity and the linearity of the original
method.

Remark 1. Instead of taking a pre-fixed set of singularities Y one could also consider a nonlinear variant
of the MFS, where the locations yj of the source points have to be determined along with the coefficients αj .
In this case we have to solve a nonlinear minimization problem. Since non-uniqueness of solution may occur
and also, from a computational point of view, this modification of the MFS is significantly more expensive
it will not be considered in this work. For further details on this approach see [34, 18].

3. Corner adapted shape functions

Consider the homogeneous Helmholtz equation, represented in polar coordinates (r, θ)

(
∂2
r +

1

r
∂r +

1

r2
∂2
θ + k2

)
u(r, θ) = 0, (r, θ) ∈ [0,∞[×[0, 2π[. (6)

Through separation of variables we can calculate the following family of particular solutions of (6)

u(r, θ) = [c1Jµ(kr) + c2Yµ(kr)]× [c3 sin(µθ) + c4 cos(µθ)] ,

where ci ∈ C, i = 1, . . . , 4 and µ > 0 are arbitrary constants and Jµ and Yµ are Bessel functions of first and
second kind and order µ. Avoiding the Bessel Yµ functions, which are singular at the pole r = 0, we define
the two sets of continuous particular solutions of (6)

φ(r, θ) := Jµ(kr) sin(µθ) and ψ(r, θ) := Jµ(kr) cos(µθ), µ > 0. (7)

Let Ω ⊂ R2 be a polar sector (unbounded wedge) with interior angle π/ω, ω ≥ 1/2, see Fig. 2-left.
From (7) we will derive particular solutions to the Helmholtz equation coupled with homogeneous (null)

Dirichlet, Neumann and mixed Dirichlet-Neumann boundary conditions on
−→
OA and

−−→
OB. Such solutions will

be used as extra shape functions for the enriched MFS, developed in section 4.

Dirichlet boundary conditions. From the expression of φ(r, θ) we calculate µ > 0 such that φ(r, θ) = 0 for
θ = 0 and θ = π/ω. Explicitly, we obtain µ = sω, with s ∈ N, and define the family of particular solutions

φs(r, θ) = Jsω(kr) sin(sωθ), s ∈ N. (8)
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Figure 2: A wedge domain with an interior angle π/ω (left) and a domain with one corner (right).

Graphical examples of the functions φs ∈ C∞(Ω) ∩ C(Ω̄) are shown in Fig. 3. According to their
definition, φs are eigenfunctions for the Dirichlet BVP in the unbounded wedge domain Ω. These functions
have been frequently used for the numerical solution of Dirichlet eigenproblems for the Laplace operator,
e.g. [21, 9]. When exclusively φs are employed as shape functions the corresponding discrete boundary
collocation method is known as the Method of Particular Solutions (MPS).
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Figure 3: The local behavior of the functions φs for k = 3, s = 1, 2, 3, ω = 2/3 (first row) and ω = 4/5 (second row).

Neumann boundary conditions. From Fig. 2-left we note that the normal derivative at the boundary of the
wedge domain is ∂ν ≡ −∂/∂θ on

−→
OA and ∂ν ≡ ∂/∂θ on

−−→
OB. Direct calculation shows that the normal

derivative of the functions
ψs(r, θ) = Jsω(kr) cos(sωθ), s ∈ N (9)

on Γ is ∂νψs(r, θ) = ±sωφs(r, θ) and we have ∂νψs(r, θ) = 0 for θ = 0 and θ = π/ω. Consequently, ψs are
Neumann eigenfunctions for the Laplace operator in the wedge domain, e.g. [17]. Again, ψs ∈ C∞(Ω)∩C(Ω̄).

Mixed Dirichlet-Neumann boundary conditions. When BVPs with mixed Dirichlet-Neumann boundary con-
ditions are considered, eventually, we may have a Dirichlet condition on one edge of a corner and a Neumann
condition on the other. This situation may be treated by a combination of the previous two approaches. In
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particular, the C∞(Ω) ∩ C(Ω̄) functions

ϕs(r, θ) = φs−1/2(r, θ) = J(s−1/2)ω(kr) sin((s− 1/2)ωθ), s ∈ N (10)

satisfy ϕs(r, θ) = 0 on
−→
OA and ∂νϕs(r, θ) = 0 on

−−→
OB, for the wedge domain.

Note that, if we exchange the boundary conditions, i.e. for a Neumann BC on
−→
OA and a Dirichlet BC

on
−−→
OB, the appropriate shape functions are ϕs := ψs−1/2, s ∈ N.

Remark 2. Corners with ω ∈ N are called regular and, usually, they represent no difficulties for the classical
MFS, formulated in section 2. On the other hand, for ω /∈ N the corners are referred to as singular and
the MFS shows numerical results with unsatisfactory accuracy. Enrichment of the approximation basis is
required here. The difference between the two types of corners is related to the existence of an analytic
extension (by reflection) of φs and ψs to the whole plane, e.g. [16, 9]. For singular corners such extension is
not possible and φs and ψs have a branch point at the corner’s tip. In general, the proposed corner adapted
shape functions will exhibit singular behavior whenever Bessel functions of non integer orders are involved,
also see (20).

4. The enriched Method of Fundamental Solutions

As we mentioned before, the standard MFS does not show satisfactory accuracy when applied for the
solutions of boundary value problems in singular geometries, such as regions with reentrant corners or
cracks. The problem here is that the exact solution u of the BVP is singular at the corner’s (crack’s)
tip. For example, Lehmann [31] showed that for an eigenfunction u of a region with an interior angle of
magnitude π/ω, ω ∈ R\Q there exists a constant γ such that in a neighborhood of the corner

u(r, θ) = γ rω sin(ωθ) + o (rω) ,

i.e. some of the derivatives of the eigenfunction are singular at the corner’s tip. Similar behavior is exhibited
by the BVP’s solution u in the non resonance case, e.g. [25].

In order to develop an accurate numerical method it is important that the shape functions can reproduce
correctly the singular behavior of the exact solution. We will assume that the solution of the BVP (1) can
be decomposed as a sum of a regular and a singular parts,

u(x) = uR(x) + uS(x), x ∈ Ω. (11)

A classical MFS expansion (2) will be used for the approximation of uR, i.e. for the regular part of the
solution. The main idea of the MFS variant developed here is to augment the original approximation basis
by an extra span of singular particular solutions of Helmholtz PDE that can approximate accurately uS , i.e.
the singular part of the solution.

4.1. The non-resonance case

In the non-resonance case, we assume that k is not an eigenfrequency for the BVP under consideration
or equivalently that −k2 is not an eigenvalue for the Laplace operator in Ω. In these settings the BVP (1)
is well posed and our goal is to calculate an approximation of its solution.

Dirichlet BVPs in domains with corners. Without loss of generality, let Ω ⊂ R2 be a bounded domain with
one corner, see Fig. 2-right and consider that, in a small neighborhood of the corner point, Γ is composed
of two linear segments. We choose the collocation and source point sets X1 and Y as in section 2 and
approximate the solution of the Dirichlet BVP in Ω by

ũ(x) =

n∑

j=1

αjΦk(x− yj) +

p∑
s=1

βsφs(r(x), θ(x)), x ∈ Ω̄, (12)
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i.e. we add p extra shape functions φs, centered at the corner’s tip O, to the standard MFS approximation.
The pair (r(x), θ(x)) represents the polar coordinates of x ∈ Ω̄. Accordingly, let (ri, θi) be the polar coordi-
nates of the collocation point xi ∈ X1. Then the enriched method requires the calculation of the unknown
coefficients α and β = (β1, . . . , βp) such that ũ satisfies (approximately) the Dirichlet boundary condition
g1 on the discrete point set X1 ⊂ Γ.

In matrix form, the resulting m1 × (n+ p) collocation linear system is




|
A1 | B1

|






α
−
β


 =

[
g1

]
, (13)

where A1, g1 and α are defined as in section 2 and the matrix block corresponding to the corner adapted
particular solutions is

B1 = [φs(ri, θi)]m1×p (14)

We will consider m1 > n + p and the over-determined linear system (13) will be solved in the least
squares sense. A TSVD regularization will be used, whenever appropriate.

For a domain Ω with several corners, e.g. a polygon, the generalization of the enriched MFS is straight-
forward. An extra block of type (14) is appended to the MFS collocation matrix for each additional corner.

Neumann BVPs in domains with corners. Replacing φs by ψs in the approximation (12) and collocating the
normal derivative of ũ, on a finite point set X2 ⊂ Γ, the corresponding m2 × (n+ p) linear system becomes




|
A2 | C1

|






α
−
β


 =

[
g2

]
, (15)

where A2 and g2 are defined as in section 2 and the matrix block C1 is given by

C1 = [∂νψs(ri, θi)]m2×p . (16)

For a domain Ω with several corners, e.g. a polygon, the generalization of the enriched MFS is straight-
forward. Of course, we should avoid choosing collocation points on the tips of the corners, where the normal
derivative is not defined.

Dirichlet-Neumann BVPs in domains with corners. For the domain with one corner shown in Fig. 2-right
let C ∈ Γ (with C 6= O) be the point that divides the boundary into two parts Γ1 and Γ2. We approximate
the solution of the BVP by

ũ(x) =

n∑

j=1

αjΦk(x− yj) +

p∑
s=1

βsϕs(r(x), θ(x)), x ∈ Ω̄ (17)

and the unknown coefficients α and β are calculated by imposing the Dirichlet BC g1 on the point set
X1 ⊂ Γ1 and the Neumann BC g2 on the point set X2 ⊂ Γ2. In matrix form we have to solve the following
m× (n+ p) linear system 


A1 | D1

−− | −−
A2 | D2






α
−
β


 =




g1

−
g2


 , (18)

where A1, A2, g1 and g2 are defined as in section 2 and the matrix blocks D1 and D2 are given by

D1 = [ϕs(ri, θi)]m1×p

D2 = [∂νϕs(ri, θi)]m2×p .
(19)
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Dirichlet BVPs in domains with cracks. In the limit case, when the interior angle at the corner is 2π
(with ω = 1/2) we may consider the solution of BVPs in domains with cracks. Graphical examples of the
corresponding functions

φs(r, θ) = Js/2(kr) sin(sθ/2), s ∈ N
are shown in Fig. 4.
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Figure 4: The local behavior of the functions φs for a domain with a crack, k = 3, s = 1, 2, 3.

The enriched MFS is applied in the same way as described before, the only difference being that we have
to consider an extra set of collocation points on the crack γ. We assume that one of the crack’s tips lies
on the boundary Γ of the domain, otherwise a domain decomposition technique should be considered. The
other tip, i.e. the pole O, is interior to Ω.

From a numerical point of view, the shape functions with even indices s = 2, 4, 6, . . . are already taken
into account by the span of fundamental solutions. We will exclude the corresponding terms from our
approximation basis since the same effect may be achieved by taking more source points.

Analyzing the asymptotic behavior of φs for r → 0 we can verify that these functions exhibit the correct
local behavior near the crack’s tip O. More precisely, we have

Js(kr) ∼ (kr/2)
s
/Γ(s+ 1), r → 0, s > 0 (20)

where Γ(·) is the Gamma functions, see [1]. Consequently, for r → 0, the extra span of corner adapted shape
functions behaves as a power-sine series of the form

p∑
s=1

asr
s−1/2 sin((s− 1/2)θ),

where as := βs(k/2)
s−1/2/Γ(s+ 1/2).

The first term (s = 1) from this series is the most important as it will produce a jump with a singular
first order derivative at the crack’s tip O. At the same time this term is continuous in Ω̄. In general, the term
of order s will induce a singularity on the solution’s derivative of order s while all lower order derivatives
will be continuous and null across the crack’s tip. Of course, the remaining span of fundamental solutions
will take care of non zero boundary conditions at the tip O.

4.2. The resonance case - eigenproblems for the Laplace operator

In the resonance case, we search for frequencies k > 0 for which there exists a non-trivial solution u,
known as an eigenfunction, of the BVP (1) with homogeneous boundary conditions g1 = g2 = 0. Such
frequencies are called eigenfrequencies and they depend on the geometry of the domain Ω.

Dirichlet eigenfrequencies. We will describe the formulation of the enriched MFS for the calculation of
Dirichlet eigenfrequencies in domains with corners. The case of domains with cracks that intersect the
boundary may be treated analogously. The Subspace Angle Technique (SAT) introduced in [9] will be
applied here.
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Consider, as before, the sets of boundary collocation and source points X1 and Y and let Z be a set of
q randomly distributed domain points zi

Z = {zi ∈ Ω : i = 1, . . . , q}.

We define the following (m1 + q)× (n+ p) matrix that depends on the frequency k

A(k) =




A1(k) | B1(k)
−−− | − −−
A3(k) | B2(k)


 , (21)

with A1 and B1 defined as before and

A3(k) = [Φk(zi − yj)]q×n (22)

B2(k) = [φs(r
z
i , θ

z
i )]q×p . (23)

Here (rzi , θ
z
i ) are the polar coordinates of the domain knot zi. Next, we calculate a QR factorization of A(k)

and obtain the matrix

Q(k) =




Q1(k)
−−−−
Q2(k)



(m1+q)×(n+p)

(24)

where Q1(k) is a m1 × (n + p) block corresponding to the boundary collocation points and Q2(k) is a
q × (n + p) block associated with the domain points. To obtain approximations for the eigenfrequencies
we study the variation of the smallest singular value of the matrix Q1(k), which we denote by σ(k), as a
function of k. If σ(k) ≈ 0, then we have a good approximation for the eigenfrequency (see [9] for details). To
search for the frequencies where the minimum of σ(k) is attained we use an algorithm based on the golden
ratio search method, e.g. [3].

Neumann eigenfrequencies. The approach for the calculation of the Neumann eigenfrequencies is similar to
the Dirichlet case. The corresponding (m2 + q)× (n+ p) matrix is

A(k) =




A2(k) | C1(k)
−−− | − −−
A3(k) | C2(k)


 (25)

with A2, A3, C1 defined respectively in (5), (22), (16) and

C2(k) = [ψs(r
z
i , θ

z
i )]q×p. (26)

Dirichlet-Neumann eigenfrequencies. The algorithm for the calculation of the eigenfrequencies in the case
of mixed boundary conditions is a combination of the previous two approaches. Here, the (m+ q)× (n+ p)
matrix A(k) is

A(k) =




A1(k) | D1(k)
−−− | − −−
A2(k) | D2(k)
−−− | − −−
A3(k) | D3(k)




(27)

with A1, A2, A3, D1, D2 defined as before and

D3(k) = [ϕs(r
z
i , θ

z
i )]q×p. (28)
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5. Numerical simulations

Several numerical examples will be presented in this section in order to illustrate the high accuracy of the
enriched MFS technique. BVPs with Dirichlet and mixed Dirichlet-Neumann boundary conditions, posed
in simply and multiply connected domains with corners and cracks will be solved in the resonance and non
resonance cases.

Since the BVPs are well posed, the quality of the approximate solutions ũ will be analyzed by measuring
the error u− ũ on the boundary of the domain. Two discrete error norms will be employed for this purpose,
namely the maximum norm, with the corresponding maximum absolute error defined as

ε∞ := max
t∈T

|u(t)− ũ(t)| (29)

and the discrete L2(Γ) norm, with the corresponding RMS error

ε2 :=

(
1

#T
∑

t∈T
|u(t)− ũ(t)|2

)1/2

. (30)

In both cases T ⊂ Γ represents a finite set of error test points. Additionally, the corresponding relative
absolute and relative RMS errors are defined by

εrel∞ :=
maxt∈T |u(t)− ũ(t)|

maxt∈T |u(t)| and εrel2 :=

(∑
t∈T |u(t)− ũ(t)|2∑

t∈T |u(t)|2
)1/2

.

In the resonance case, we will also use the maximum norm (29), in order to analyze the quality of the
eigenfrequency approximation. More precisely, based on results presented by Moler and Payne, cf. [35], it is
possible to obtain a posteriori bounds for the error of the eigenfrequency in terms of the magnitude of the
approximated eigenfunction on the boundary, e.g. [9, 3].

For the solution of the linear systems involving ill-conditioned matrices we considered the TSVD regular-
ization technique, e.g. [24]. In particular, the default cut-off parameter εmch max(m,n)||A||2 of the Matlab’s
backslash routine was used. Here εmch ≈ 10−16 represents the machine precision in double precision com-
putation.

5.1. The non-resonance case

From an application’s point of view we will consider the solution of direct, interior scattering problems.
A problem of this type consists in computing the scattered wave field usc generated from the interaction
between a known incident field uinc and an obstacle of known properties. In acoustics, the interior problem
may simulate, for example, the measurement of the sound field produced by an interior source (e.g. a
speaker) inside a closed room [6]. Impenetrable, sound-soft or sound-hard boundaries will be simulated
here. In the first case, the pressure of the total wave utot = usc + uinc vanishes on the boundary and a
Dirichlet BVP is solved for usc, subjected to the boundary condition g1 = usc = −uinc. In the second case
the normal velocity ∂νu

tot vanishes and a Neumann BVP is solved with g2 = ∂νu
sc = −∂νu

inc.
We will focus on the solution of BVPs with boundary conditions generated by spherical incident waves

with singularities (source points) located inside the domain of interest. The accuracy of the standard MFS
is unsatisfactory for such problems, and as we will illustrate in the examples below, the enriched MFS leads
to a significant improvement of the numerical results.

A benchmark example.

In order to validate the numerical algorithm we considered the Motz’s Helmholtz problem, posed in the
rectangular domain Ω = (−1, 1) × (0, 1), see Fig. 5-left. The numerical results by the enriched MFS were
compared with the results presented in [32], where a Trefftz method using piecewise particular solutions was
applied. The same benchmark example will be considered later on, in section 5.2, for the resonance case.
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Figure 5: The collocation and source points for the Motz’s Helmholtz problem (left) and the real part of the approximate
solution for k =

√
3 (right).

The following mixed Dirichlet-Neumann boundary conditions were imposed on Γ




u = 0 on AO
u = 1 on BC
∂νu = 0 on OB ∪ CD ∪DA

(31)

and we tested our method with k =
√
3 and n = 180 equally-spaced source points, located on the boundary

of the larger rectangle (−1.5, 1.5)× (−0.5, 1.5). For the boundary collocation points we took m1 = 120 and
m2 = 240 uniformly distributed knots on Γ1 and Γ2, respectively.

The standard MFS showed unsatisfactory results for this knot configuration. RMS errors of orderO(10−2)
were measured on the boundary Γ. In particular, the maximum of the absolute error was observed at the
origin, which is also the only singular point of the exact solution. This behavior may be explained, from an
analytical point of view, by studying the regularity of the shape functions ψs and ϕs, corresponding to the
corners A, B, C, D and O. At the origin (where ω = 1) we have (s − 1/2)ω /∈ N and therefore the shape
functions ϕs are singular, due to the singularity of the Bessel functions J(s−1/2)ω, see (20). On the other
hand, at the remaining corners (where ω = 2) the orders sω and (s−1/2)ω of the Bessel functions are integer
and thus ψs and ϕs are regular functions. As a consequence, only the extra shape functions corresponding to
the origin will improve the approximation qualities of the MFS basis, also see Remark 2. No shape functions
will be added for the rest of the corners since the same effect may be achieved by increasing the number of
source points.

In Table 1 we presented the numerical results by the enriched MFS, for several values of the number
p of extra shape functions. The results in the first row corresponds to the standard MFS, i.e. when no
augmentation of the basis is performed.

p ε2 on Γ1 ε2 on Γ2

0 9.05e− 02 3.64e− 02
1 1.85e− 03 1.45e− 03
2 6.06e− 06 4.09e− 06
3 4.34e− 08 3.95e− 08
4 8.46e− 10 1.18e− 09
5 1.37e− 11 1.36e− 11
6 9.69e− 15 1.94e− 14

Table 1: The boundary error for the Motz’s Helmholtz problem with k =
√
3.

The values of the RMS errors indicate that by adding just 5 extra shape functions we can achieve the
accuracy of the best results presented in [32]. Furthermore, with p = 6 the maximum available machine
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precision is exhausted. Numerical errors as low as O(10−15) were observed, which corresponds to an im-
provement of approximately 4 orders of magnitude over the results presented in [32]. A plot of the real part
of the approximate solution is shown in Fig. 5-right.

A Dirichlet BVP in a polygonal domain.

Consider a vertical cross-section of a room, see Fig. 6-left, with a speaker located at S = (3, 5). Assume
that the walls of the room are sound-soft and that the speaker may be represented by a spherical wave with
frequency k = 2. We intend to reconstruct the scattered wave pattern inside the room Ω.
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Figure 6: The geometry of the room Ω (left) and the collocation and source points for the MFS (right).

Mathematically, this problem is modelled by a Dirichlet BVP for the Helmholtz equation. For the
incident field we chose the spherical wave

uinc(x) = Y0(k|x− S|), x ∈ Γ

and our goal is to calculate the scattered wave usc in Ω. Note that the boundary data is generated by
the imaginary part of a fundamental solution with singularity lying inside the domain and thus the exact
solution of the BVP is not known. We will measure the error of ũsc on Γ.

This example was analyzed in [5] where the standard MFS was applied. The best numerical results that
were reported correspond to εrel∞ ≈ 3.5%, with the MFS showing serious difficulties in approximating the
solution near the corners at the base of the room. Source points extremely close to the non convex corners
were considered but the numerical results remained unsatisfactory. This problem is due to the difference in
the solution’s and the trial singularities’ nature. Next, we apply the enriched MFS method.

Since the particular solutions φs(r, θ) will take care of the singular behavior of the scattered wave at the
corners we may consider an arbitrary (admissible) pseudo boundary Γ̂. A standard choice is a boundary Γ̂
that resembles the domain’s boundary, see Fig. 6-right. Denote by δ the distance between the corresponding
parallel sections of Γ and Γ̂. The collocation (source) points will be equally spaced on Γ (respectively, on Γ̂).

We took the same m = 865 collocation points on Γ as in [5] and n = 454 source points on Γ̂ with δ = 0.5.
For this knot configuration the maximum absolute error by the standard MFS, measured on 4310 boundary
knots, was ε∞ = 0.068. Next, we enriched the MFS basis with p = 10 extra particular solutions φs for
each of the singular corners, see Remark 2. The absolute error, as a function of the boundary’s arc-length
(starting from (0, 2) in counter-clockwise direction), is shown in Fig. 7-left. All linear systems were solved
by TSVD regularization since the corresponding matrices were ill-conditioned.

By the enriched MFS method, we measured a maximum error of ε∞ = 1.545e− 7 which corresponds to
εrel∞ ≈ 5.150e−7, since we have maxΓ |g1| ≈ 0.3. The same 4310 error test knots on Γ were used. Comparing
with the numerical results from [5] we observed an improvement of approximately 5 orders of magnitude in
terms of the boundary relative error. The pattern of the scattered wave in Ω is illustrated in Fig. 7-right.

We conclude this example by analyzing the influence of the number p of extra shape functions (per
singular corner) on the method’s accuracy, see Table 2. The case p = 0 corresponds to the standard MFS.
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Figure 7: The absolute error on Γ (left) and the real part of the scattered wave in Ω (right).

p ε∞ ε2 εrel2 Cond2(A)

0 6.80e− 2 3.86e− 3 3.06e− 2 3.6e+ 08
1 1.82e− 2 1.80e− 3 1.42e− 2 3.6e+ 08
2 6.11e− 4 5.55e− 5 4.40e− 4 3.6e+ 08
3 6.64e− 5 3.04e− 6 2.40e− 5 3.9e+ 08
5 5.84e− 7 6.06e− 8 4.80e− 7 2.4e+ 09
10 1.55e− 7 3.08e− 8 2.44e− 7 3.9e+ 11
15 9.31e− 7 3.62e− 7 2.87e− 6 2.7e+ 15

Table 2: The boundary error for several values of p. (n = 454, m = 865, k = 2, δ = 0.5)

The numerical results indicate that by adding just two particular solutions per corner we can decrease
the absolute MFS error by two orders of magnitude. The relative error of the resulting approximation is
εrel∞ ≈ 0.2% which, in most cases, is sufficient for practical purposes. In the last column we included the
values of the condition number of the corresponding collocation matrix. Similar to the standard MFS [10],
the improvement of the approximation is limited by the conditioning of the linear system. More precisely,
the method becomes unstable as soon as 1/Cond2(A) reaches the maximum allowed machine precision εmch.

A Dirichlet-Neumann BVP in a multiply-connected domain with corners.

A BVP with mixed Dirichlet-Neumann boundary conditions is analyzed here. For the domain Ω we took
a horizontal cross-section of a room with two interior columns, see Fig. 8-left. The columns have a circular
cross-section with a unitary radius and centers (4, 6) and (16, 6). One of the rooms’s walls is defined through
a semi-ellipse with axis (10, 6) and center (10, 6) and the remaining walls are plane. An example of the
collocation and source points is shown in Fig. 8-right. The collocation and source points for the columns
are equally spaced.
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Figure 8: The domain Ω (left) and collocation and source points (right).
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Assume that the wall Γ2 := {x ∈ Γ : 4 < x1 < 16, x2 = 2} is sound-hard (Neumann BC) and the rest of
the boundary (Γ1 := Γ\Γ2) is sound-soft (Dirichlet BC). Consider two speakers, located at S1 = (2, 1) and
S2 = (18, 1), both with a (real) unitary amplitude. The boundary data is defined in terms of the incident
wave

uinc(x) = Y0(k|x− S1|) + Y0(k|x− S2|),
and the pseudo boundary was chosen to resemble Γ, see Fig. 8-right. Taking m1 = 681, m2 = 120, n = 401
and k = 1 the standard MFS showed a relative error εrel∞ = 35% on Γ1 and εrel∞ = 292% on Γ2. Clearly these
results are unsatisfactory. The main error accumulation occurs near the critical points (4, 2) and (16, 2),
showing the difficulty of the MFS to approximate the solution near those (singular) corners. The linear
system was solved by TSVD regularization.

In order to improve the accuracy of the method we augmented the MFS basis by p = 20 corner adapted
shape functions ϕs for each of the two problematic corners. With this modification, we measured εrel∞ =
9.28e − 5 on Γ1 and εrel∞ = 8.31e − 5 on Γ2 which corresponds to a decrease of approximately 4 orders of
magnitude, in comparison with the results from the standard MFS. The plot of the real part of the scattered
wave is shown in Fig. 9-left. As expected, the imaginary part of the scattered wave is close to zero since the
boundary data is real. The values of the error were measured taking into account the total, complex valued,
scattered wave.
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Figure 9: The scattered wave in Ω̄ for k = 1 (left) and k = 3 (right).

In Fig. 9-right we included the plot of the scattered wave with k = 3, p = 30, m1 = 1361, m2 = 240 and
n = 801. Here the relative errors were εrel∞ = 7.96e− 4 on Γ1 and εrel∞ = 4.03e− 6 on Γ2.

A Dirichlet BVP for a domain with crack.

Consider the analytic domain Ω ⊂ R2, bounded by the closed parametric curve

Γ := {x = (4 cos(t) + 0.3 cos(−4t), 4 sin(t) + 0.3 sin(−4t)) : t ∈ [0, 2π]}.

Let γ be a linear crack of Ω with end points A = (2, 0) and B ∈ Γ. The point B corresponds to t = 0 in the
boundary parametrization, see Fig. 10-left.

An example of the distribution of the collocation points on the boundary (mΓ points) and on the crack
(mγ points) and of the source points on Γ̂ := µ × Γ (µ > 1) are shown in Fig. 10-right. For the BVP we
will consider the interior scattering problem in Ω\γ̄ for a spherical incident wave with source point located
at S = (1,−3) ∈ Ω

uinc(x) = Y0(k|x− S|).
Assuming that the boundary and the crack are sound-soft, the Dirichlet BC is given by g1 = −uinc on Γ∪γ.
From a physical point of view the crack may be seen as an interior sound-soft wall with neglectable thickness.

Tests were performed for several choices of collocation/source points and pseudo boundaries, but the
standard MFS showed no convergence for this problem. The best numerical results for k = 1 were εrel∞ ≈ 30%
on the boundary Γ and εrel∞ ≈ 10% on the crack γ. For the following simulations we applied the enriched MFS.
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Figure 10: The domain Ω (left) and the collocation and source points (right).

Varying the number of collocation and source points. In Table 3 we include the numerical results from the
enriched MFS with k = 1. A fixed pseudo boundary with µ = 1.2 was considered for these simulations.
TSVD regularization was used for the solution of the corresponding linear systems. The error was measured
on 5mΓ and 5mγ error test points on Γ and on γ, respectively.

mΓ mγ n p ε∞ on Γ ε∞ on γ Cond2(A)

150 50 75 2 4.48e− 3 2.09e− 2 2.3e+ 05
200 75 100 4 1.14e− 4 1.03e− 4 1.1e+ 07
250 100 125 6 9.13e− 7 8.14e− 7 4.5e+ 08
300 125 150 8 1.71e− 8 3.47e− 8 1.9e+ 10

Table 3: The error ε∞ of ũsc on Γ and γ for several knot configurations and values of p.

The enrichment technique led to an improvement of the MFS results by 7 orders of magnitude with just
8 extra shape functions. The corresponding relative errors were of the same order of magnitude since we
have maxΓ |g1| = 0.52 and maxγ |g1| = 0.32 for this example. The values of the condition number of the
linear systems indicate that further improvement of the numerical results is still possible by increasing the
number of knots and extra shape functions. No significant error accumulation was observed near the tips of
the crack, see Fig. 11.
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Figure 11: The absolute error on Γ (left) and on γ (right). mΓ = 300, mγ = 125, n = 150, p = 8.

Varying the length of the crack. Previous studies, involving domains with cracks in the field of linear elastic-
ity, indicate that the accuracy of the MFS deteriorates when the length of the crack is increased, e.g. [28, 8].
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In order to verify if this is also the case for the MFS variant presented here we conducted several numer-
ical tests, varying the length |γ| of the crack, see Table 4. We fixed k = 2 and µ = 1.2 for the pseudo
boundary Γ̂µ. Our goal was to approximate the solution usc with an error of order ε∞ = O(10−7) on Γ∪ γ.

tip A |γ| mΓ mγ n p ε∞ on Γ ε∞ on γ Cond2(A)

(3, 0) 1.3 250 20 125 6 6.03e− 7 6.85e− 7 1.8e+ 08
(2, 0) 2.3 250 30 125 8 2.74e− 7 5.61e− 7 1.7e+ 08
(1, 0) 3.3 250 40 125 10 1.71e− 7 1.58e− 7 1.7e+ 08
(0, 0) 4.3 300 50 150 12 5.09e− 7 6.07e− 7 7.1e+ 09
(−1, 0) 5.3 300 60 150 14 1.44e− 7 2.54e− 7 7.1e+ 09
(−2, 0) 6.3 300 70 150 16 1.82e− 7 3.71e− 7 8.2e+ 10
(−3, 0) 7.3 350 80 175 20 6.65e− 7 6.55e− 7 1.5e+ 14

Table 4: The error ε∞ of ũsc on Γ and γ for several values of the crack’s length. k = 2, µ = 1.2.

From the numerical results in Table 4 we may conclude that the achievable precision of the enriched
MFS does not depend on the length of the crack. Highly accurate results were obtained by increasing the
number mγ of collocation points on the crack and the number of extra shape functions. Approximately 15
extra collocation points per unit increase in the crack’s length and 2 extra shape functions were sufficient in
order to reach the desired precision. A minor increase in the number of sources and boundary collocation
points was also necessary in the cases when |γ| > diam(Ω)/2.1 The values of the condition number of the
linear systems indicate that further improvement of the results is still possible for reasonable length cracks.
For example, numerical errors of order 10−10 were observed for A = (2, 0).

In Fig. 12 we included the graphical results for a short crack, medium length crack and a long crack. The
absolute value of the total wave utot was plotted, for the corresponding knot configurations from Table 4.
Note that, since sound-soft walls were simulated, utot is null on the boundary and on the crack. As expected
from a physical point of view, for A = (−3, 0), the crack acts like a barrier, obstructing the wave propagation
in the upper half of the room.
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Figure 12: The absolute value of the total wave utot = usc + uinc for A = (3, 0), A = (0, 0) and A = (−3, 0). k = 2, µ = 1.2.

Varying the value of the frequency k. The real part of the scattered wave for k = 1, 5, 10 is shown in Fig. 13.
In the three cases we increased the values of mΓ, mγ , n and p until an error of order εrel∞ = O(10−5) was
achieved on Γ ∪ γ, i.e. the three approximations have less than 0.01% of relative error. Here, the interior
tip of the crack is A = (2, 0).

5.2. The resonance case

The eigenvalue problems for PDEs generally arise in the context of vibration or resonance. For example
the eigenfrequencies k > 0 of a planar domain Ω may be viewed as the resonance frequencies of a drum with

1Here diam(Ω) denotes the diameter of the domain, i.e. diam(Ω) = max{|x− y| : x, y ∈ Ω}.
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Figure 13: The real part of the scattered wave usc for k = 1, 5, 10.

shape defined by the region Ω. The associated eigenfunctions represent the displacement of the vibrating
membrane. We will focus on the numerical calculation of the eigenfrequencies for non-smooth domains and
present three examples which illustrate the high accuracy of the proposed enriched MFS.

A circular domain with crack.

For the first example we will consider a circular domain with a crack. The corresponding Dirichlet
eigenproblem has been addressed by several authors in the past, see [13, 14]. In particular, the standard
MFS, coupled with a domain decomposition technique has been applied in [14]. However, the procedure
proposed in the referred publication does not take into account the derivative’s discontinuity that generally
occurs at the interior tip of the crack and the reported results have low accuracy. In the following we apply
the enriched MFS.

Let Ω be the unitary disk (centered at the origin) with a crack γ, defined through its end points A = (1, 0)
and B = (1 − a, 0), for a ∈]0, 2[. For a = 0.4 we took p = 6 particular solutions φs centered at the crack’s
tip B = (0.6, 0). Also, we selected n = 30 source points on Γ̂ = 1.5× Γ, m = 80 collocation points on Γ and
q = 20 interior points, randomly distributed in Ω, see Fig. 14-left.

In Figure 14-right we plotted σ(k) as a function of k ∈ (0, 6). The points of the graph where σ(k) ≈ 0
correspond to the approximated values of the eigenfrequencies.
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Figure 14: The collocation, source and interior points (left) and σ(k) as a function of k ∈ (0, 6) (right).

Varying the number p of extra shape functions. We present convergence results for the first eigenfrequency k1,
calculated with n = 50, m = 170 and several values of the parameter p. In Fig. 15-left we plotted the
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error of k1 as a function of p. For the ’exact’ value of the eigenfrequency we took the approximation
k = 2.514234380868 obtained with p = 50. We believe that all the digits of this value are correct. In
Fig. 15-right we plotted σ(k1) as a function of p. For p = 50, we obtained σ(k1) ≈ 4.51× 10−13.
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Figure 15: The absolute error of k1 as a function of p (left) and σ(k1) as a function of p (right).

The eigenfunction corresponding to the eigenfrequency k1 is represented in Fig. 16-left. Additionally, the
eigenfunctions associated with two higher eigenfrequencies, k ≈ 20.818107405029 and k ≈ 30.371007667117,
were also included in the same figure.
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Figure 16: The eigenfunctions associated to three eigenfrequencies of a domain with a crack.

Varying the crack’s length a. In Fig. 17 we plotted the smallest six eigenfrequencies as a function of the
crack’s length a. It is interesting to note that for a ≈ 0.8 we have a non trivial domain for which the fifth
eigenfrequency has multiplicity two.
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Figure 17: The values of the smallest six eigenfrequencies as a function of a.
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A mixed Dirichlet-Neumann eigenproblem in a simply-connected domain.

For the second simulation we will consider the Motz’s Helmholtz problem from section 5.1, with ho-
mogeneous Dirichlet-Neumann boundary conditions, see Fig. 5-left. Our goal is to calculate approximate
values for the first two eigenfrequencies for this problem. We will compare the numerical results from the
enriched MFS with the values k1 = 1.6630496371 and k2 = 2.6029531186, calculated with Mathematica
and presented as correct up to the eleventh significant digit in [32].

The source points for the MFS were uniformly distributed on the boundary of a rectangle (−2, 2)×(−1, 2).
In Table 5 we present the numerical results for k1 and k2 and several knot configurations. As before,
augmentation of the MFS basis is only necessary at the origin of the domain.

n p k1 k2

Li [32] 1.66305 2.60295
Mathematica 1.6630496371 2.6029531186

30 0 1.609659496281966 2.548131236350232
30 3 1.663052202024694 2.602917161213809
80 5 1.663049636796045 2.602953118470179
100 7 1.663049637050797 2.602953118642397
120 8 1.663049637050803 2.602953118643478
140 9 1.663049637050800 2.602953118643468

Table 5: Comparison of the results from Li [32] and the enriched MFS, for the first two eigenfrequencies.

We can observe that all digits of the approximation obtained with n = 100 and p = 7 coincide with the
benchmark values from Mathematica. The results suggest that this approximation has (at least) 11 correct
digits. Moreover, the last two rows of Table 5 indicate that the corresponding approximations have accuracy
close to the machine precision.

A mixed Dirichlet-Neumann eigenproblem in a multiply-connected domain.

For the third simulation we will consider a BVP with mixed Dirichlet-Neumann boundary conditions,
posed in a multiply-connected domain. The application of the standard MFS to such problems has been
studied in [12] and it has been reported that incorrect spurious eigenfrequencies may occur.

Let Ω be the multiply-connected domain represented in Fig. 18-left. Its boundary is defined by the four
curves C1 = {(cos(t), 3/2 sin(t) − 3/8 cos(3t) sin(t)) : t ∈ [0, π]}, C2 = {0.3(cos(t), sin(t)) + (0.3, 0.7) : t ∈
[0, 2π[}, C3 = {(x1, x2) : x2 = 0, 0 ≤ x1 < 1} and C4 = {(x1, x2) : x2 = 0, −1 < x1 < 0}. Let Γ2 := C4 and
a Γ1 := C1 ∪ C2 ∪ C3. We took m = 300 boundary collocation points, p = 7 particular shape functions ϕs

centered at the origin and n = 200 source points selected as in [3], see Fig. 18-right. In order to illustrate the
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Figure 18: The boundary of a multiply-connected domain with mixed boundary conditions (left) and the collocation, source
and interior points (right).
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high accuracy of the enriched MFS we analyzed the quality of the approximate eigenfunction ũ associated
to the first eigenfrequency for this domain. In Fig. 19 we plotted the absolute error |ũ| on Ci, i = 1, 2, 3 and
|∂ν ũ| on C4. The maximum error on the boundary was attained at the origin x = 0, and its magnitude was
9.47e− 11 on Γ1 and 5.16e− 10 on Γ2.
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Figure 19: |ũ| on Ci, i=1,2,3 and |∂ν ũ| on C4.

In Fig. 20 we include the density plots of the eigenfunctions associated with the first, third and ninth
eigenfrequencies for this domain.
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Figure 20: Eigenfunctions associated to the first, third and ninth eigenfrequencies.

6. Concluding remarks

We have developed an enrichment technique for the standard Method of Fundamental Solutions which
may be applied for the approximate solution of Helmholtz BVPs with resonance and non-resonance frequen-
cies, posed in domains with corners and cracks. The linearity and the simplicity of implementation of the
original method have been preserved, as well as its meshfree and integration free characteristics. The high
accuracy of the numerical results presented in section 5 indicate that the developed corner adapted shape
functions are appropriate for this type of problems. More precisely, the nature of the solution’s singularity
at the corner’s (crack’s) tip is correctly approximated by the trial functions’ singularities. The extension of
the enrichment technique for non smooth three dimensional domains is under current research.
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