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1. Introduction

To explore the efficiency of scattered data interpolation, Franke [1] compared 29 interpolation algorithms on a set of continuous functions. He concluded that Hardy's [2,3] multiquadric radial basis function collocation “yields consistently good result, often giving the most accurate results of all tested methods.” This finding has stimulated a growing interest in using radial basis functions (RBFs) for interpolating continuous functions. Based on the similar idea, Kansa [4,5] was the first to apply RBF collocation for solving partial differential equations (PDEs). RBF collocation method has since become a popular tool for solving a wide range of engineering problems, including shallow water equation [6], biphasic mixtures [7], convective-diffusive solid-liquid phase change [8], plate theory [9], and ill-posed boundary value problems [10].

As observed by Kansa [4,5] for solving PDE, and Tartwater [11] for interpolating functions, the accuracy of the approximated solution/function significantly improves when the multiquadric function is made increasingly flat, by increasing the value of its shape parameter \( c \). Madych [12] provided an error estimates that states \( e \sim O(\alpha^{\cdot}2^{-h}) \), where \( h \) is the distance between collocation nodes (mesh size), \( \alpha \) is a positive constant, and \( 0 < \lambda < 1 \), for the interpolation of band limited functions. The above expression suggests exponential convergence for error, and as \( c \to 0 \), the error \( e \to 0 \). This conjecture was tested for the solution of partial differential equation, first by Cheng et al. [13], and later by Huang et al. [14] using arbitrary precision computation.

For the interpolation of continuous functions and the solution of partial differential equation (PDE) by radial basis function (RBF) collocation, it has been observed that solution becomes increasingly more accurate as the shape of the RBF is flattened by the adjustment of a shape parameter. In the case of interpolation of continuous functions, it has been proven that in the limit of increasingly flat RBF, the interpolant reduces to Lagrangian polynomials. Does this limiting behavior implies that RBFs can perform no better than Lagrangian polynomials in the interpolation of a function, as well as in the solution of PDE? In this paper, arbitrary precision computation is used to test these and other conjectures. It is found that RBF in fact performs better than polynomials, as the optimal shape parameter exists not in the limit, but at a finite value.
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interested in testing the following conjectures by numerical evidences:

- In the multivariate interpolation and the solution of PDE, as the basis function becomes infinitely flat \((c \to \infty)\), does the error diverge, approach to zero, or approach to a finite limit by degenerating into a finite term polynomial?
- When a finite limit for the error exists as \((c \to \infty)\), is this limit the optimal error bound, or does there exist a minimum error at a finite, optimal value of \(c\)?

It is well known that, as the basis function becomes increasingly flat, the error generally reduces exponentially. At the same time, however, it is observed that the matrix condition number increases exponentially. Using a traditional, finite precision computer program, the computation will break down when the condition number becomes too large. For this reason, these theories and conjectures stated above remain largely untested. In this paper, such difficulty is overcome by using the arbitrary precision computation technique pioneered in Huang et al. [14].

A conclusion of this study is that, as \(c \to \infty\), the RBF interpolant can either converge to a polynomial limit, or it can diverge. Whether a finite error bound exists or not is dependent on the basis function used, the interpolation node pattern, and the function interpolated. Another conclusion is that the minimum error for the interpolant is not located at \(c \to \infty\). Rather, there exists a finite, optimal value of \(c\), where the error is minimum.

2. Radial basis function collocation method

2.1. Radial basis functions

A radial function is a multivariate function \(\Phi\) such that

\[ \Phi : \mathbb{R}^d \to \mathbb{R} \] in the sense that \(\Phi(x_1, \ldots, x_d) = \Phi(||x_1, \ldots, x_d||)\). (1)

Here the 2-norm of \(x = (x_1, \ldots, x_d)\) is

\[ ||x||_2 = \left( \sum_{i=1}^{d} x_i^2 \right)^{1/2}, \] (2)

i.e., the Euclidean distance of \(x\) to the origin (radial distance).

RBF collocation method is an “element-free”, or a “meshless”, technique for generating data-dependent spaces of multivariate functions. The spaces are spanned by shifted and scaled radial functions. The shifting is accomplished by using a set of scattered centers, \(y_1, \ldots, y_j\), in \(\mathbb{R}^d\), sometimes called basis points, as the origin of the RBFs. Reconstruction of functions is then made by trial functions which are linear combinations

\[ u(x) := \sum_{j=1}^{N} \beta_j \phi(||x - y_j||), \] (3)

Some of the commonly used RBFs are given in Table 1. All of these RBFs can be scaled by a shape parameter \(c\), or \(c = 1/c\), that controls the flatness (or steepness) of the RBF. This is done in such a way that \(\phi(r)\) is replaced by \(\phi(c, r)\) or \(\phi(r/c)\). For example, the MQ is scaled as \(\Phi = \sqrt{1/r^2 + 1}\), or \(\Phi = \sqrt{r/c^2 + 1}\). The effect of the scaling is that as \(c \to \infty\), the RBF becomes flatter. In the present paper, we only utilize Gaussian (GA) and inverse multiquadric (IMQ) as our basis functions. These basis functions are positive definite, such that no augmentation by polynomial terms is needed. Further detail on RBF can be found in two excellent books, by Buhmann [26] and Wendland [27].

<table>
<thead>
<tr>
<th>RBF</th>
<th>(\phi(r))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian (GA)</td>
<td>(e^{-r^2})</td>
</tr>
<tr>
<td>Multiquadric (MQ)</td>
<td>(\sqrt{1/r^2 + 1})</td>
</tr>
<tr>
<td>Inverse multiquadric (IMQ)</td>
<td>(1/\sqrt{r^2 + 1})</td>
</tr>
<tr>
<td>Inverse quadric (IQ)</td>
<td>(1/(r^2 + 1))</td>
</tr>
</tbody>
</table>

Table 1: Some examples of radial basis functions.

2.2. Interpolation

A typical interpolation problem has the following form: Given scattered data points \(y_j, j = 1, \ldots, N\), and data values \(u_j = u(y_j)\), find an interpolant

\[ s(x) = \sum_{j=1}^{N} \beta_j \phi(||x - y_j||). \] (4)

The interpolation at collocation points gives

\[ s(y_i) = \sum_{j=1}^{N} \beta_j \phi(||y_i - y_j||) = u_i, \quad i = 1, \ldots, N. \] (5)

The above can be summarized into a system of equations for the unknown coefficients \(\beta_j\),

\[ A \beta = u, \] (6)

where \(A\) is an \(N \times N\) matrix with elements \(A_{ij} = \phi(||y_i - y_j||)\), \(A = (A_{ij})_{N \times N}\), and \(u = (u_1, \ldots, u_N)^T\). The solvability of such system, with distinct centers, was proven by Micchelli [28].

2.3. Partial differential equation

For simplicity, we shall discuss only the solution of Dirichlet boundary value problem of Poisson’s equation here. Let \(\Omega \subset \mathbb{R}^d\) be a \(d\)-dimensional domain and let \(\partial \Omega\) be the boundary of the domain. Given the following Poisson’s equation:

\[ \Delta u(x) = f(x), \quad x \in \Omega, \] (7a)

\[ u(x) = g(x), \quad x \in \partial \Omega, \] (7b)

we seek its approximate solution in the form of (4). Now take a set of \(N_1\) distinct points \(y_i \in \Omega\), and a set of \(N - N_1\) distinct points \(y_i \in \partial \Omega\), as centers, as well as collocation points, and we enforce

\[ \Delta s(y_i) = \sum_{j=1}^{N} \beta_j \phi(||y_i - y_j||) = f(y_i), \quad i = 1, \ldots, N_1, \] (8a)

\[ s(y_i) = \sum_{j=1}^{N} \beta_j \phi(||y_i - y_j||) = g(y_i), \quad i = N_1 + 1, \ldots, N. \] (8b)

This corresponds to a system of equations with an unsymmetric coefficient matrix, schematically structured as

\[ \left[ \frac{\Delta \phi}{\phi} \right] \left[ A \right] = \left[ f \right]. \] (9)

Similar to the interpolation problem, we shall have an unique solution for this system.

Since the condition number of the matrix system in (6) and (9) grows rapidly as the shape factor \(c \to 0\), we use the arbitrary precision computation capability of Mathematica to evaluate the matrices.
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2.4. Error measures

To assess the solution error, we devise an \( L^2 \)-norm as the normalized root mean square (RMS) error

\[
\varepsilon_{RMS}(s,u) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} |u(x_i) - s(x_i)|^2},
\]

where \( u \) is the exact solution (either for interpolation or PDE), \( s \) is the approximate solution, \( x_i, i=1, \ldots, n \) are observation points uniformly distributed over the domain, and \( n \) is a large number, typically taken as \( 100 \), with \( N \) the number of collocation nodes. Note that \( \varepsilon_{RMS} \) is normalized by the maximum value of the exact solution to give a sense of percentage error.

3. One-dimensional interpolation and PDE

For a one-dimensional approximation, (4) becomes

\[
s(x, \varepsilon) = \sum_{i=1}^{N} \lambda_i \phi(x-y_i), \quad \varepsilon > 0,
\]

where we have explicitly brought out the role of \( \varepsilon (\varepsilon = 1/c) \) in the approximation. Driscoll and Fornberg [16] pointed out that the RBFs presented in Table 1 belong to a class of infinitely smooth approximation. They have also proven that, for the solution of one-dimensional differential equations. First, the nonsingular, then the interpolant (11) satisfies

\[
\lim_{\varepsilon \to 0} s(x, \varepsilon) = L_p(x) + O(\varepsilon^2),
\]

with the coefficients given in Table 2. They have also proven that, for this class, if the interpolation system defined by (5) and (6) is nonsingular, then the approximate solution of differential equation through numerical examples, for the cases of \( N > 3 \).

Given the Dirichlet boundary value problem of (1-D) Poisson's equation,

\[
\frac{d^2 u}{dx^2} = f(x), \quad x_L \leq x \leq x_R,
\]

\[
u(x_L) = u_L, \quad u(x_R) = u_R,
\]

we seek the approximate solution in the form of (11).

### Table 2

<table>
<thead>
<tr>
<th>RBF</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>( a_i = (-1)^i / i! ), ( i = 0, \ldots )</td>
</tr>
<tr>
<td>MQ</td>
<td>( a_0 = 1, \quad a_i = \frac{(-1)^{i+1}}{2^i \cdot i!} \frac{2^{k-1}}{i!} \cdot 2^{k-1} ), ( i = 1, \ldots )</td>
</tr>
<tr>
<td>IMQ</td>
<td>( a_0 = 1, \quad a_i = \frac{(-1)^{i+1}}{2^i \cdot i!} \frac{2^{k-1}}{i!} \cdot 2^{k-1} ), ( i = 1, \ldots )</td>
</tr>
<tr>
<td>IQ</td>
<td>( a_i = (-1)^i \cdot \gamma(i) ), ( i = 0, \ldots )</td>
</tr>
</tbody>
</table>

### 3.1. Example 3.1

For \( 0 \leq x \leq 1 \), two functions, \( u = \cos 2\pi x \) and \( u = e^{10x} \), as the exact solution of (14), are tested, using IMQ and GA. The right hand side of Poisson's equation and the boundary conditions in (14) are defined from the exact solution: that is, \( f(x) = -4\pi^2 \cos 2\pi x \) and \( f(x) = 100 e^{10x} \), respectively. The problems are solved using different number of interpolation terms, \( N \), for a range of \( \varepsilon \) values; and the results are presented in Tables 3 and 4.

In order to observe the convergence of the RBF interpolants to polynomials, in Tables 3 and 4 we presented not the RBF error with respect to the exact solution \( u \), but with a polynomial interpolation using the same number of terms, \( \delta \), expressed in terms of the RMS error, \( \varepsilon_{RMS}(s, \delta) \), as defined in (10).

In Table 3, we observe that the RBF interpolant does approach the polynomial limit as \( \varepsilon \to 0 \). In fact, the difference between them decreases as \( \varepsilon \to 0 \), the same as that predicted by (13). This is an indication that the error estimates for the interpolation and for the PDE are similar. In the table, we also observe that as \( N \) becomes larger, the difference between the RBF and polynomial interpolants seems to decrease. Another observation from Table 3 is that the GA approaches the polynomial limit faster than the IMQ.

In Table 4, the same error analysis is presented for the solution \( u(x) = e^{10x} \). The same observations as in Table 3 are made here.

### Table 3

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>N</th>
<th>3</th>
<th>5</th>
<th>8</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMQ</td>
<td>10^{-1}</td>
<td>9.57(-03)</td>
<td>2.70(-03)</td>
<td>2.12(-04)</td>
<td>9.11(-12)</td>
</tr>
<tr>
<td></td>
<td>10^{-2}</td>
<td>9.71(-05)</td>
<td>2.77(-05)</td>
<td>2.24(-06)</td>
<td>1.58(-13)</td>
</tr>
<tr>
<td></td>
<td>10^{-3}</td>
<td>9.71(-07)</td>
<td>2.77(-07)</td>
<td>2.24(-08)</td>
<td>1.59(-15)</td>
</tr>
<tr>
<td></td>
<td>10^{-4}</td>
<td>9.71(-09)</td>
<td>2.77(-09)</td>
<td>2.24(-10)</td>
<td>1.59(-17)</td>
</tr>
<tr>
<td>GA</td>
<td>10^{-1}</td>
<td>2.48(-03)</td>
<td>4.97(-04)</td>
<td>3.08(-05)</td>
<td>9.96(-13)</td>
</tr>
<tr>
<td></td>
<td>10^{-2}</td>
<td>2.48(-05)</td>
<td>4.99(-06)</td>
<td>3.10(-07)</td>
<td>1.03(-14)</td>
</tr>
<tr>
<td></td>
<td>10^{-3}</td>
<td>2.48(-07)</td>
<td>4.99(-08)</td>
<td>3.10(-09)</td>
<td>1.03(-16)</td>
</tr>
<tr>
<td></td>
<td>10^{-4}</td>
<td>2.48(-09)</td>
<td>4.99(-10)</td>
<td>3.10(-11)</td>
<td>1.03(-18)</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>N</th>
<th>3</th>
<th>5</th>
<th>8</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMQ</td>
<td>10^{-1}</td>
<td>1.08(-03)</td>
<td>6.79(-04)</td>
<td>1.25(-04)</td>
<td>7.78(-10)</td>
</tr>
<tr>
<td></td>
<td>10^{-2}</td>
<td>1.09(-05)</td>
<td>6.83(-06)</td>
<td>1.24(-06)</td>
<td>6.37(-12)</td>
</tr>
<tr>
<td></td>
<td>10^{-3}</td>
<td>1.09(-07)</td>
<td>6.83(-08)</td>
<td>1.24(-08)</td>
<td>6.35(-14)</td>
</tr>
<tr>
<td></td>
<td>10^{-4}</td>
<td>1.09(-09)</td>
<td>6.83(-10)</td>
<td>1.24(-10)</td>
<td>6.35(-16)</td>
</tr>
<tr>
<td>GA</td>
<td>10^{-1}</td>
<td>2.91(-04)</td>
<td>1.28(-04)</td>
<td>1.71(-05)</td>
<td>4.17(-11)</td>
</tr>
<tr>
<td></td>
<td>10^{-2}</td>
<td>2.91(-06)</td>
<td>1.28(-06)</td>
<td>1.71(-07)</td>
<td>4.11(-13)</td>
</tr>
<tr>
<td></td>
<td>10^{-3}</td>
<td>2.91(-08)</td>
<td>1.28(-08)</td>
<td>1.71(-09)</td>
<td>4.11(-15)</td>
</tr>
<tr>
<td></td>
<td>10^{-4}</td>
<td>2.91(-10)</td>
<td>1.28(-10)</td>
<td>1.71(-11)</td>
<td>4.11(-17)</td>
</tr>
</tbody>
</table>
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4. Interpolation by IMQ with uniform grid

In this section we test the interpolation of smooth functions in two dimensions using inverse multiquadric (IMQ). The functions are defined in a unit square \([0,1] \times [0,1]\). The RBF centers, which are also the collocation points, are laid on an uniformly spaced Cartesian grid. The grid spacing, that is, the Cartesian distance between two points, is defined as \(h\). A number of different functions are tested. A few representative results are reported in the following.

4.1. Example 4.1

In this first example, we use IMQ to interpolate the function \(u = \sin(2\pi x) + \cos(2\pi y)\). A \(21 \times 21\) uniform grid is laid over the unit square domain, to give a mesh size \(h = 1/20\). The interpolation is performed using a whole range of \(c\) values, and the RMS error as defined in (10) is calculated. The result is reported in Figs. 1 and 2 using different plotting ranges and scales.

In Fig. 1, we have carried out the computation for the shape parameter \(c\) to as large as 10\(^6\). We observe that the error reaches an asymptotic value of about 10\(^{-14}\). This behavior suggests that the IMQ interpolant has a limit, and possibly a bivariate polynomial limit, as \(c \rightarrow 0\). This observation is not surprising, as the function interpolated, \(u = \sin(2\pi x) + \cos(2\pi y)\), is essentially the linear combination of two one-dimensional functions, in the two Cartesian axes, and the grid used for interpolation is aligned along these two axes.

With the existence of such limit, a misconception may develop that the RBF interpolations can perform no better than polynomial interpolation. In Fig. 1, however, we observe that the error limit is approached from below, meaning that the error increases to that limit. This indicates that the best performance of the interpolant is not at \(c \rightarrow \infty\), but at some finite value. In Fig. 2, we plot the same result in the smaller \(c\) range. In this plot, we observe that as \(c\) increases, the error decreases first, before it increases. A minimum error of about 10\(^{-16}\)--10\(^{-17}\), which is two to three orders of magnitude smaller than the polynomial error limit, occurred between 4 < \(c\) < 8. This observation suggests that if an optimal \(c\) value can be located, then IMQ is much more efficient than polynomial as a basis function for interpolation.

4.2. Example 4.2

As a confirmation of polynomial limit, we have tested a number of polynomial functions, with only one example given here as an illustration. For the case \(u = x^2y\), we use a uniform grid with \(h = 1/10\) for interpolation. The resultant error is shown in Fig. 3. We observe that as \(c\) continues to increase, the error decreases without reaching a finite limit. In this plot, the RMS error approaches zero at the rate \(c \sim O(c^8)\) as \(c \rightarrow 0\). The same behavior is observed for a number of bivariate polynomials tested.

4.3. Example 4.3

We now use IMQ to interpolate \(u = \sin(2\pi x)\cos(2\pi y)\) over the unit square. As compared to the case \(u = \sin(2\pi x) + \cos(2\pi y)\) in Example 4.1, the current function is a true bivariate function, not a linear combination of univariate functions.

Results of the interpolation are presented in Figs. 4 and 5. In Fig. 4, over the smaller \(c\) range, we observe a behavior similar to Fig. 2 in Example 4.1, with optimal \(c\) located between 4 and 8, with a minimum error about 10\(^{-16}\).

For large \(c\), however, Fig. 5 shows a very different result: the error grows without bound as \(c \rightarrow \infty\). That is, the IMQ interpolant diverges as \(c \rightarrow 0\). Similar divergent behavior is observed for several other transcendental functions tested, such as different combinations of trigonometric and exponential functions, over various uniform grid sizes.

Driscoll and Fornberg [16] in fact reported this result: using MQ interpolation on a \([0,1] \times [0,1]\) square using a uniform grid with \(h = 1/5\), they found that the error diverges at the rate of
Larsson and Fornberg [18] also reported that for IMQ, MQ and IQ, $L = \frac{c}{e^{C24}}$, the interpolant converges. Otherwise, it diverges for IMQ interpolation. It is of interest to point out that, for practical applications, the divergent behavior of IMQ interpolant on a uniform grid as $c \to \infty$ is generally not a cause of concern. As we observe in Fig. 4 that at smaller $c$ values an optimal $c$ exists, where the error is minimum. Our goal is to seek such value and not to carry the computation much beyond that value to $c \to \infty$. Also, we shall demonstrated in Section 7 that this divergent behavior seems to disappear if a random distribution of collocation nodes is used.

5. Interpolation by GA with uniform grid

In the above section, we have been using the IMQ as the basis function. In this section, we shall replace IMQ by the Gaussian (GA) basis function.

5.1. Example 5.1

The same three functions tested in Examples 4.1–4.3 are tested here. For the two cases, $u = \sin(2\pi x) + \cos(2\pi y)$ and $u = x^2y$, we observe the similar error pattern as reported in Figs. 1–3, but with better accuracy. These results are not shown here.

For the function $u = \sin(2\pi x)\cos(2\pi y)$, as investigated in Example 4.3, we observe, in the smaller $c$ range, a similar behavior as Fig. 4; that is, an optimal $c$ exists where the error is minimum. In the larger $c$ range, however, the error approaches a finite limit as $c \to \infty$, as shown in Fig. 6. This behavior is different from the divergent error shown in Fig. 5, for IMQ interpolant. In fact, after testing several other transcendental functions interpolated by GA, no divergent behavior was found as $c \to \infty$.

The above observation is consistent with Theorem 3.2 presented in Fornberg et al. [17], which states: In the case when the data points are laid out in a finite rectangular lattice (in any number of dimensions), GA interpolants will not diverge as $\epsilon \to 0$.

6. Solution of PDE with uniform grid

As demonstrated in Sections 2.2 and 2.3, the approximation processes for interpolation of a function and the solution of a PDE are similar—the same interpolant is used to approximate the function and the solution of PDE. The difference is, for interpolation, we collocate at a set of points the values of the function; while for the solution of PDE, the collocation is conducted for a mixture of the function values at boundary locations (for Dirichlet boundary condition), and second derivatives of the function (governing equation) over the solution domain. Hence, it is of interest to observe whether the error behavior remains the same. In Section 3, we have demonstrated that, for univariate functions,
the error behaviors for interpolation and the solution of one-dimensional differential equation are the same. In the following set of examples, we shall solve two-dimensional boundary value problems of Poisson’s equation to test these conjectures.

6.1. Example 6.1

In this example, we try to find the approximate solution of a boundary value problem of Poisson’s equation, defined as (7), over the unit square \([0,1] \times [0,1]\). The exact solution of this problem is \(u(x,y) = \sin(2\pi x)\cos(2\pi y)\), which is the same function as that interpolated in Example 4.1. The boundary value problem is created by substituting the exact solution into (7) to find \(f(x)\) and \(g(x)\). For example, \(f(x)\) in this case is \(f(x) = -4\pi^2(\sin(2\pi x) + \cos(2\pi y))\). IMQ is used as the basis function and the collocation points are laid over the same uniform Cartesian grid as Example 4.1, with \(h = 1/20\). The error as a function of the shape parameter \(c\) is plotted as Figs. 7 and 8.

First, we observe that the RMS error has the same pattern as Figs. 1 and 2; that is, it has a minimum error at a finite \(c\), and it approaches an asymptotic limit as \(c \to \infty\). However, the asymptotic limit of the PDE case is about two orders of magnitude larger than the interpolation case. The minimum error is located in the same range of \(c\) value, but its magnitude is about one order of magnitude greater in the PDE case.

6.2. Example 6.2

Next we test the boundary value problem of Poisson’s equation whose exact solution is \(u(x,y) = \sin(2\pi x)\cos(2\pi y)\) over the unit square \([0,1] \times [0,1]\), corresponding to Example 4.3. The same basis function (IMQ) and uniform grid size \((h = 1/20)\) are used.

First, we observe in Fig. 9 that the error behavior is similar to Fig. 4—they both show an optimal \(c\) located in the same range, with a minimum error of about \(10^{-16}\). In Fig. 10, we find that the error diverges to infinity, similar to Fig. 5 for the interpolation problem. The rate of error divergence is \(c \sim O(1/c^2)\), as compared to \(O(1/c^2)\) for the interpolation case.

In this and the preceding examples, we again show that the existence of a finite limit for the interpolant as \(c \to \infty\) is dependent on the function to be interpolated. We also observe that such error behavior, whether it is divergent or convergent, seems to be not affected by its collocation algorithm, either directly collocated for function values, or for a combination of function values and its derivatives.

6.3. Example 6.3

We now use GA to solve Poisson’s equation over the unit square domain with the same exact solution \(u = \sin(2\pi x)\cos(2\pi y)\) as the preceding example. As demonstrated in Fig. 11, an asymptotic error toward a finite limit is observed. This is similar...
to the interpolation problem using GA, i.e., Example 5.1, but dissimilar to the solution of PDE using IMQ, Example 6.2, which diverges. As compared to Fig. 6 for the interpolation case, the asymptotic limit is a few fold larger for the PDE case.

We have also tested a few other bivariate transcendental functions, involving exponential functions, such as exp(10√x^2+y^2), and the product of trigonometric functions, such as u(x,y) = sin(π/6)sin(7πx/4)sin(3πy/4)sin(5πy/4), using IMQ and GA as basis functions. We observe that as ε → 0, the IMQ interpolants converge on uniform grid, while the GA interpolants diverge. This suggests that the theorem of Fornberg et al. [17], which states that for interpolation, GA interpolants will always converge as ε → 0, whatever the grid arrangement, may be extended to the PDE solution case.

7. Random grid

Driscoll and Fornberg [16] suggested that for two-dimensional interpolation problems, irregular grid layout for collocation points always results in polynomial interpolation. This motivates us to test the same conjecture for PDE solution. However, rather than using a random selection of collocation nodes from a regular grid system, we randomly disturb the node locations from a regular grid layout. This is described as the following:

(1) Given a uniform layout of collocation point set \( \Omega^0 = \{(x_i, y_j) | 1 \leq (i, j) \leq N \} \), along the Cartesian coordinates, with spacing h, we choose a positive real number, \( \delta = h/2 \), to perturb each \( (x_i, y_j) \) within a disk \( D(x_i, y_j, \delta) = \{(x, y): \sqrt{(x-x_i)^2 + (y-y_j)^2} < \delta \} \). Note that the adjacent disks will not intersect each other, since \( \delta \leq h/2 \).

(2) We then create \( N \) random numbers, \( 0 \leq m_{ij} \leq 1 \), and \( N \) random angles \( 0 \leq \theta_{ij} \leq 2\pi \), and set our new random collocation points to be \( \Omega^1 = \{(x_i, y_j'): x_i = x_i + m_{ij}\delta \cos(\theta_{ij}), y_j' = y_j + m_{ij}\delta \sin(\theta_{ij}) \} \).

7.1. Example 7.1

Using this random grid generation process, and a uniform grid size \( h = 1/10 \), we select four different perturbation radius, \( \delta = h/2, h/10, h/100, h/1000 \). For each of the perturbation radius, we create five random collocation node data sets, and denote them by \( \Omega^1_i, \delta = h/2, h/10, h/100, h/1000 \). Now we take \( \Omega^1_i, \delta \) as our collocation points and solve the boundary value problem of Poisson’s equation over \([0,1] \times [0,1]\), with the exact solution \( u(x,y) = \sin(7\pi x/4)\sin(3\pi y/4)\sin(5\pi y/4) \), using IMQ as the basis function. A summary of the results is reported in Tables 5–7. In these tables, we report only the limit of the RMS error as \( c \to \infty \) (if it exists), the optimal \( c \) value, and the minimum error associated with it.

First, we observe from these tables that the RMS error converged to finite limits for all these random collocation node cases. Here we are reminded that for a uniform grid, it will diverge. From Table 5, we observe that a convergence can be achieved with a very small perturbation of nodes, with perturbation radius of only \( \delta = h/1000 \).

From Tables 5–7, we observe that, if we locate the optimal \( c \) value, the minimum error can be 2 to 4 orders of magnitude smaller than the polynomial limit. We also find from Tables 6 and 7 that, as the perturbation radius grows to a significant size, the minimum error decreases. This fact is further illustrated in

![Fig. 11. RMS error \( e_{RMS}(s,u) \) for solution of PDE with exact solution \( u(x,y) = \sin(2\pi x)\cos(2\pi y) \) using GA: mesh size \( h = 1/10 \), in large \( c \) range.](image-url)
Table 8, where we compile cases of different perturbation radius, with \( O_\varepsilon^2 \) representing the uniform grid case (\( \varepsilon = 0 \)). We observe that the optimal \( c \) value largely remains a constant, while both the polynomial error limit and the optimal error generally decrease when the perturbation radius is increased.

8. Conclusions

Based on the above numerical study, we may draw the following conclusions/conjectures:

- For one-dimensional interpolation problems, as well as for the solution of boundary value problems of ordinary differential equations, using a class of infinitely smooth basis functions that can be expanded into a power series (12), the interpolant (4) converges to a polynomial limit as the basis functions are continuously flattened by taking \( \varepsilon \to 0 \). The asymptotic error is of the order \( O(\varepsilon^2) \). This class of basis functions includes the IMQ, GA, MQ and IQ, as presented in Tables 1 and 2, as well as other basis functions. For the interpolation case, the above conclusion is in fact the theoretical result of Driscoll and Fornberg [16].

- When such a finite error limit exists, the minimum error is generally not found at this limit; rather, the minimum error can be located at some finite \( c \) value. This statement is true for one- and multi-dimensional problems, and for interpolation as well as for solution of PDE.

- The error pattern, which includes the convergent/divergent behavior as \( c \to \infty \) and the existence of an optimal \( c \) associated with minimum error, is generally the same for the interpolation and for the solution of PDE problems, for the same type of function approximated, and the same basis function used.

- The error associated with the solution of PDE is generally larger than that associated with interpolation of function.

- For IMQ, the interpolant can diverge or converge on uniform grid or certain regular node pattern, as \( \varepsilon \to 0 \). Whether the interpolant diverges or not is dependent on the function interpolated. Based on the observation in this paper, the interpolant converges for essentially one-dimensional functions and multivariate polynomials. In the latter case, the error converges to zero. Divergent behavior is observed for all other functions tested.

- The IMQ interpolant becomes convergent as \( \varepsilon \to 0 \) for all functions, when the nodes are randomly perturbed from a uniform grid.

- For the interpolation and the solution of PDE problems, GA interpolant converges for all functions and all interpolation node arrangement, as \( \varepsilon \to 0 \). The case for interpolation is a conjecture of Fornberg et al. [17].

- The GA interpolant can typically achieve somewhat better accuracy than the IMQ.
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