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Summary

The accurate numerical solution of hypersingular boundary integral equations necessitates the precise evaluation of free terms, which are required to counter discontinuous and often unbounded behaviour of hypersingular integrals at a boundary. The common approach for the evaluation of free terms involves integration over a portion of a spherical shaped surface centred at a singularity and allowing the radius of the sphere to tend to zero.

In this paper two alternative methods, which are shape invariant, are proposed and investigated for the determination of free terms. One approach, the point-limiting method, involves moving a singularity towards a shrinking integration domain at a faster rate than the domain shrinks. Issues surrounding the choice of approach and shrinkage rates, and path dependency are examined. A related approach, the boundary-limiting method, involves moving an invariant but shrinking boundary toward the singularity again at a faster rate than the shrinkage of the domain. The latter method can be viewed as a vanishing exclusion zone approach but the actual boundary shape is used for the boundary of the exclusion zone. Both these methods are shown to provide consistent answers and can be shown to be directly related to the result obtained by moving a singularity towards a boundary, i.e. by comparison with the direct method. Unlike the spherical approach the two methods involve integration over the actual boundary shape and consequently shape dependency is not a concern. A particular highlight of the point limiting approach, as a result of field approximations being restricted to the boundary, is the ability to obtain free terms in a mixed formulation without reference to the underpinning constitutive equations, which is not available to the spherical method.

Focus in the paper is on the 2-D potential equation as this is shown to be sufficient to demonstrate the concepts involved.

1. Introduction

Research into the development and application of hypersingular boundary integral equations has been ongoing over the past decade. The approach presents an alternative to the general solution of thermal, elastostatic and elastodynamic problems. However, it is invariably more costly computationally than the standard integral equation formulation involving kernels with greater complexity and higher-order singularities. The method is often employed in dual formulations in combination with standard integral methods; a common usage is fracture mechanics for the prediction of stress intensity and crack propagation [1–5].

The hypersingular approach is formulated as the sum of free terms and singular integrals incorporating two-point kernels. A number of investigations have postulated the existence of additional free terms [6–9] associated with corners connected to adjacent curved boundary parts. Free terms and associated integrals typically exist in the sense of the Hadamard finite part whose determination involves the creation of a vanishing exclusion zone and asymptotic analysis [10–16]. A reasonable review of the analytical treatments proposed for the evaluation of hypersingular integrals is given in Ref. [9].

The “natural” shape of the exclusion zone is a ε-ball \( B_\varepsilon(x) = \{ y : \|y - x\|_2 < \varepsilon \} \) whose boundary is an ε-sphere \( S_\varepsilon(x) = \{ y : \|y - x\|_2 = \varepsilon \} \) oriented by the normal vector \( \mathbf{n}(y) \) pointing to the centre \( x \) [10]. However, it is recognised that the Hadamard finite part is not unique and depends on the shape of the vanishing exclusion zone [10,11]. A question that immediately arises: does the non-uniqueness lead to incorrect free terms in the governing integral equation? Shape dependency is a feature of the individual integrals in an integral equation and for these individual integrals the application of the spherical approach can differ with the result obtained using a direct approach [11]. However, despite these differences, integral equations contain combinations of said integrals which are shape independent giving rise to correct free terms. This paper re-examines the issue of shape dependency with the introduction of two new limiting processes for the evaluation of free terms in the hypersingular boundary integral equation for the
potential problem. One method, denoted the point-limiting method, involves moving a singularity towards a shrinking integration domain at a faster rate than the domain shrinks. A particular concern and issue arising with this approach is path dependency. It is shown in the paper that individual integrals are path dependent in the sense that the angle at which a boundary is approached affects the limit. It is proved in this paper that path and shape dependency are intrinsically linked. Because no distortion of the boundary is involved a particular benefit of this approach is that boundary conditions can be directly incorporated into a free term. This option is not available to the spherical method which relies on constitutive relationships and the limiting process to arrive at the correct term. Although not a particular issue for the potential problem the use of constitutive equations in this way can be complex. It is worth highlighting at this point that boundary integral approaches can be viewed in the light of a strong variational method where different types of boundary condition can be approximated independently; a feature that is reinforced with the point-limiting approach.

A related approach, presented in the paper and denoted the boundary-limiting method, involves moving an invariant but shrinking boundary toward the singularity again at a faster rate than the shrinkage of the domain. The latter method can be viewed as a vanishing exclusion zone approach but the actual boundary shape is used for the boundary of the exclusion zone. Consistent results are achieved with the two methods.

In order to introduce the new subject matter, basic concepts are considered in Section 2 along with the potential hypersingular integral equation, which in this paper serves as a vehicle for illustrating the concepts involved. In Section 3, singularity annihilation, shape dependence, and the boundary and point-limiting approach are introduced. In Section 4 the theoretical aspects relating to path independence are examined in detail along with issues relating to the rate at which a boundary is approached. It is shown that shape and path independence are intrinsically linked as both properties stem from an integral identity of the form \( \int_{f_s} g \, d\Gamma = 0 \). In Sections 5–7 the point-limiting approach is applied to curved and planar boundaries, where it is established that analysis can be restricted to a local tangent plane for the least singular integral in the hypersingular equation. The limiting method is extended to a planar corner in Section 8 and a curved corner in Section 9. In Section 10, limiting exclusion zone methods are discussed along with the boundary-limiting approach. The free terms predicted by the various methods are compared, but also established in Section 10 is the equivalence of the boundary and point-limiting method. In the Section 11 the flexibility of the point limiting method is highlighted with its ability to cater for mixed boundary conditions without recourse to constitutive equations and thus particularly suited to the strong variational method. Finally in Section 12 a number of examples are considered to contrast the method against the direct approach.

2. Basic concept review

Consider the potential problem \( \nabla^2 u = 0 \) satisfied on the spatial domain \( \Omega \), where it is assumed that \( u \in C^2(\Omega) \) (or \( u \in C^2(\Omega) \)). The boundary \( \Gamma \) for \( \Omega \) is oriented by the outward pointing normal \( n \). Consider an arbitrary two-point function \( w(x,y) \in C^\infty \) for \( x \neq y \) and application of Green’s second identity gives

\[
\int_{\Omega} \nabla^2 w \nabla^2 u \, d\Omega - \int_{\partial \Omega} \nabla^2 w \nabla u \, d\Omega = \int_{\partial \Omega} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma - \int_{\partial \Omega} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma \tag{1}
\]

where it is understood that \( d\Omega = d\Omega(y) \), \( w(x) = w(x,y) \), etc., with \( y \) excluded for convenience.

Consider the definition \( \nabla^2 w = -\delta(x,y) \), where \( \delta \) is the Dirac delta distribution satisfying \( \delta(x,y) = 0 \) if \( x \neq y \) and \( \int_{\Omega} \delta(x,y) \, d\Omega \).

\[
\int_{\Omega} \delta(x,y) \, d\Omega = 1 \text{ if } x \in \Omega. \quad \text{In 2-D, a solution to this equation is Green’s function } w = -(2\pi)^{-1} \ln r, \text{ where } r = |y-x|, \text{ which is evidently singular at } x=y. \text{ The traditional approach for dealing with a singularity in the domain } \Omega \text{ is to exclude it by creating a vanishing exclusion zone } \Omega_e \text{ with boundary } \Gamma_e. \text{ Recognising that Green’s Theorem applies to multi-connected domains gives}
\]

\[
\int_{\Omega_e} w(x) \nabla^2 w \, d\Omega - \int_{\partial \Omega_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma - \int_{\partial \Omega_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma = \int_{\partial \Omega_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma \tag{2}
\]

Since \( \nabla^2 u = 0 \) and \( \nabla^2 w = 0 \) on \( \Omega - \Omega_e \), it follows that:

\[
\int_{\partial \Omega_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma - \int_{\partial \Omega_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma = \int_{\partial \Omega_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma - \int_{\partial \Omega_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma \tag{3}
\]

which confers shape independency on the expression \( w \partial u/\partial n - u \partial w/\partial n \) for potential functions \( w \) and \( u \).

The issue of shape dependence is recognised not to be an issue for the integrals appearing in Eq. (3) since these are at worst Cauchy Principal Value singular. Note however that Eq. (3) is of the form \( \int_{\Gamma_e} g \, d\Gamma = \int_{\Gamma_e} g \, d\Gamma \), where \( g = u \partial w/\partial n - w \partial u/\partial n \) with \( n \) suitably redefined as \( -\mathbf{n} \) on \( \Gamma_e \). This demonstrates that the limit \( \lim_{\varepsilon \to 0} \int_{\Gamma_e} g \, d\Gamma \) does not depend on the shape of \( \Gamma_e \). This is an issue that is particularly important for hypersingular integral equations. Any free terms present are generated on the left-hand side of Eq. (3) in the limit \( \varepsilon \to 0 \). In taking this limit, knowledge about the behaviour of the function \( u \) and its normal derivative is required. It is common to assume for hypersingular integral equations that \( u \in C^1_{\text{w}} \), where \( 0 < z \leq 1 \), then \( u(y) = u(x) + (y_i - x_i) \partial_u/\partial y_i + O(r^z) \) and \( \partial_u/\partial y_i(y) = \partial_u/\partial y_i(x) + O(r^{1-z}) \) as \( r \to 0 \). It should be appreciated however that for internal points \( u \in \Gamma_e \), is simply a restriction denoted \( w_{\Gamma_e} \). Thus \( w_{\Gamma_e} \) takes on the properties of \( u \) in \( \Omega \), i.e. \( u \in C^2(\Omega) \). In principle there is nothing preventing the repeated differentiation of Eq. (2) and it could be argued that \( u \in C^\infty \) on \( \Omega \); a property transferred to \( w_{\Gamma_e} \).

Since the shape of the \( \Omega_e \) is not an issue for the integrals on the left-hand side of Eq. (3); it is commonplace to set \( \Omega_e(x) = \Omega (y) = |y-x|_{\Omega} < \varepsilon \). Thus on setting \( d\Gamma = \varepsilon d\theta \) gives

\[
\int_{\Omega_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma(y) = \int_{0}^{2\pi} \left( u(x) + O(\varepsilon) \right) \frac{\partial}{\partial \theta} \left( \frac{\ln r}{2\pi} \right) \, \varepsilon \, d\theta = u(x) + O(\varepsilon) \quad \text{as } \varepsilon \to 0 \tag{4}
\]

and

\[
\int_{\Omega_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma = \int_{0}^{2\pi} \frac{\ln r}{2\pi} \left( \frac{\partial w}{\partial \theta} \frac{\partial u}{\partial \theta} \right) \, \varepsilon \, d\theta = O(\varepsilon \ln \varepsilon) \quad \text{as } \varepsilon \to 0 \tag{5}
\]

as \( \varepsilon \to 0 \).

Although it is usual to take the limit \( \varepsilon \to 0 \) prior to differentiation of Eq. (3) it is of interest to immediately differentiate Eq. (3) prior to taking the limit, i.e.

\[
\int_{
_{\Gamma_e}} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma(\mathbf{r}) - \int_{\Gamma_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma(\mathbf{r}) = \int_{\Gamma_e} \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \, d\Gamma(\mathbf{r}) \tag{6}
\]

where

\[
w_{\Gamma_e}(\mathbf{r}) = \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} = \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \quad \text{as } \varepsilon \to 0 \quad \text{as } \varepsilon \to 0 \tag{7}
\]

and

\[
\frac{\partial w_{\Gamma_e}}{\partial n} = \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} = \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \quad \text{as } \varepsilon \to 0 \quad \text{as } \varepsilon \to 0 \tag{8}
\]

where \( r_1 = y_i - x_i \).

Note that Eq. (6) immediately confers shape independency on the expression \( w_{\Gamma_e}(\mathbf{r}) = \frac{\partial w}{\partial n} \frac{\partial u}{\partial n} \) for potential functions \( w \) and \( u \).
n suitably redefined as \(-n\) on \(\Gamma_x\), which means that integration of this term over an arbitrary closed boundary is invariant and independent of the boundary shape. This does not necessarily infer that the integrals associated with the individual terms \(w_i\partial u/\partial n\) and \(u\partial w_i/\partial n\) are shape invariant.

3. Singularity annihilation and shape dependence

Consider setting \(u\) equal to a constant function in Eq. (6), which reduces to \(\int_{\Gamma} w_i \partial w_i/\partial n d\Gamma = -\int_{\Gamma} \partial w_i/\partial n d\Gamma\), which consequently confirms that integration of the derivative \(\partial w_i/\partial n\) is shape independent. Thus it is permissible to utilise the \(\varepsilon\)-ball, \(\Omega_{\varepsilon} = B_{\varepsilon}(x)\) with boundary \(\Gamma_{\varepsilon}(x) = S_{\varepsilon}(x)\) to give

\[
\int_{\Gamma_{\varepsilon}} \frac{\partial w_i}{\partial n} d\Gamma = -\int_{\varepsilon} \frac{\partial w_i}{\partial r} \frac{\partial^2}{\partial r' \partial r^2} \frac{\partial}{\partial r'} d\varepsilon = -\frac{\partial w_i}{\partial n} \frac{\partial^2}{\partial r^2} \frac{\partial}{\partial r'} d\varepsilon = 0 \tag{9}
\]

It follows that for an internal point \(x\), \(u(x)\) does not arise as a free term, since \(u\) can be replaced by \(u - u_0\) for arbitrary constant \(u_0\) without affect on Eq. (6). Consider further setting \(u(y) = u_0 + (y - z) \cdot \nabla u\), where \(\nabla u\) is a constant vector and \(z\) is a fixed coordinate. Substitution into Eq. (6) gives

\[
-\int_{\Gamma} w_i(x) \partial w_i(x)/\partial n d\Gamma = \int_{\varepsilon} w_i(x) \partial w_i(x)/\partial n d\Gamma \tag{10}
\]

from which it can be deduced that integration on a closed boundary of \(w_i n_i - (y_j - z_j) \partial w_i/\partial n\) for potential function \(w_i\) is shape independent. Thus it is permissible to utilise the \(\varepsilon\)-sphere, \(\Omega_{\varepsilon}(x) = S_{\varepsilon}(x)\) to give

\[
-\int_{\Gamma_{\varepsilon}} w_i(x) \partial w_i(x)/\partial n d\Gamma = \int_{\varepsilon} w_i(x) \partial w_i(x)/\partial n d\Gamma \tag{11}
\]

where it is recognised that \(y_j - x_j = -n_j\) for \(x \in \Omega\) and \(y_j - x_j = \varepsilon n_j\) for \(x \in \partial \Omega\). \(x \in \Omega\) giving the result \(\delta_{ij}\) for an internal point and zero for an external point.

Results (9) and (11) are particularly useful in evaluation and annihilation of unbounded terms in the hypersingular integral equation. However, prior to examining issues surrounding the evaluation of hypersingular integrals on boundary \(\Gamma\) it is useful first to consider evaluation of said integrals on a Lipschitz continuous orientable boundary \(\Gamma\) contained in the domain \(\Omega\), i.e., \(\Gamma \subset \Omega\). It is assumed that \(\Gamma\) is the boundary for the open domain \(\Omega \subset \Omega\). The field variable \(u\) for \(u \in \Gamma\) is simply a restriction and denoted \(u_{\Gamma}\), which takes on the properties of \(u\) in \(\Omega\), i.e., \(u \in C^2\) (or \(u \in C^\infty\)). This approach circumvents some of the issues that arise with discontinuous boundary conditions and corners on \(\Gamma\), which are discussed in Sections 11 and 12. Consider the hypersingular integral equation

\[
c_{\Omega} \frac{\partial u}{\partial n}(x) + \int_{\Gamma} \frac{\partial w_i}{\partial n}(x) d\Gamma = \int_{\Gamma} w_i(x) \frac{\partial u}{\partial n}(x) d\Gamma \tag{12}
\]

where \(c_{\Omega} \in \{0, 1\}\) being equal to 1 for \(x \in \Omega\) and 0 for \(x \in \partial \Omega \cup \Gamma\).

Eq. (12) is defined for \(x \in \Gamma\) but special provision is required to account for \(x = x_i\) with \(x \in \hat{\Gamma}\). One approach is to consider the removal of a constant \(u(x_i) = u^c\) and \(\partial u/\partial n(x_i) = u^c\) times Eq. (6) with \(z = x_i\), which gives

\[
c_{\Omega} \frac{\partial u}{\partial n}(x) = \frac{\partial u^c}{\partial n}\tag{13}
\]

where repeating suffixes of \(j\) indicate summation.

Eq. (13) is well defined for \(x \in \hat{\Gamma}\) and is in fact identical to Eq. (12) but in addition is well defined at \(x = x_i \in \hat{\Gamma}\). This follows because as \(x = x_i\) \([u - u^c - (y_j - x_j') \partial u^c/\partial n]_{n = \partial \Omega} = O(1)\) and \(w_i(\partial u^c/\partial n - u_i' n_i) = O(1)\). Unfortunately the form of Eq. (13) is not computationally efficient since additional integrals are required to be evaluated for each point \(x_i\). An alternative strategy adopted by many researchers is to consider an exclusion zone \(\hat{\Omega}_c\) centred at \(x_i\) of diameter \(O(\varepsilon)\) with boundary \(\hat{\Gamma}_c\) and consider

\[
c_{\Omega} \frac{\partial u}{\partial n}(x) + \int_{\Gamma - \hat{\Gamma}_c} u \frac{\partial w_i}{\partial n}(x) d\Gamma - \int_{\hat{\Gamma}_c} u \frac{\partial w_i}{\partial n}(x) d\Gamma
\]

which is classified as a conversion method in Ref. [9].

It is common practice to define \(\hat{\Omega}_c\), to be a fraction of a \(\varepsilon\)-ball as depicted in Fig. 1 but alternative shapes are of course permissible. The exclusion zone can in fact be selected to include the point \(x_i\) although in this case \(c_{\Omega} = 1\).

The exclusion-zone procedure of particular interest in this paper involves translating a portion of the original boundary shape of diameter \(O(\varepsilon)\) into position at a faster rate (e.g. \(O(\varepsilon^\gamma)\) with \(\gamma > 1\)) than the boundary collapses as \(\varepsilon \to 0\), as depicted in Fig. 1. This approach is denoted the boundary-limiting method. In the

\[
\text{Fig. 1. Spherical and translated exclusion zones.}
\]
limit $\varepsilon \to 0$ the following is obtained:

$$
c_{\Omega} \frac{\partial u}{\partial n}(\mathbf{x}) + \int_{B_{\varepsilon}^{\Omega}} \frac{u}{\partial n} \, dV_{\Omega} - \int_{S_{\varepsilon}^{\Omega}} w_{\varepsilon}(\mathbf{x}) \frac{\partial u}{\partial n} \, dS = 0
$$

where the first term and the last two terms in Eq. (15) generate the free terms.

In addition, in the limit, it is understood that only finite parts are retained and the last term in Eq. (15) is often neglected as it is recognised to have a zero finite part on smooth surfaces [7] (a result reaffirmed in this paper). Observe also that the last two integrands in Eq. (15) are precisely those that appear in Eqs. (9) and (11). It can be deduced therefore that these integrals are shape independent. The property stems from the identity $\int_{f_{\varepsilon}} g \, d\Gamma = 0$, (usually applies when $\mathbf{\varepsilon} \in \Omega \cup \tilde{\Gamma}$) which is satisfied by the particular integrands in Eq. (15). For the case of an internal point, $\int_{f_{\varepsilon}} g \, d\Gamma = \int_{f_{\varepsilon}} g \, d\Gamma$ irrespective of the internal boundary shape $\tilde{\Gamma}_{e}$, hence the limit is unique, i.e. $\lim_{\varepsilon \to 0} \int_{f_{\varepsilon}} g \, d\Gamma = \int_{\tilde{\Gamma}} g \, d\Gamma$. For the situation $\mathbf{x} \in \tilde{\Gamma}_{e}$ however the identity $\int_{f_{\varepsilon}} g \, d\Gamma = 0$ gives $\int_{f_{\varepsilon}} g \, d\Gamma = -\int_{\tilde{\Gamma}_{e}} g \, d\Gamma$. Consider then for a particular $\varepsilon$ arbitrary shapes for $\tilde{\Gamma}_{e}$ with $\tilde{\Gamma}_{e} - \tilde{\Gamma}_{e}$ invariant (in the sense that it is unaffected by a change in $\tilde{\Gamma}_{e}$) as depicted in Fig. 2. It is clear that the limit $\lim_{\varepsilon \to 0} \int_{f_{\varepsilon}} g \, d\Gamma$ is unaffected by the shape of $\tilde{\Gamma}_{e}$ and it immediately follows that $\lim_{\varepsilon \to 0} \int_{f_{\varepsilon}} g \, d\Gamma$ is shape invariant, i.e. does not depend on the shape of $\tilde{\Gamma}_{e}$. If the limits $\lim_{\varepsilon \to 0} \int_{f_{\varepsilon}} g \, d\Gamma$ and $\lim_{\varepsilon \to 0} \int_{\tilde{\Gamma}_{e}} g \, d\Gamma$ are unbounded, then the asymptotic identity $\int_{f_{\varepsilon}} g \, d\Gamma \sim \int_{\tilde{\Gamma}_{e}} g \, d\Gamma$ holds as $\varepsilon \to 0$, from which a finite part can be extracted. In the light of shape independence and in view of the relative ease in which integration can be performed on portions of the $\varepsilon$-sphere $S_{\varepsilon}(\mathbf{x})$ it is readily apparent why the research community generally adopt the $\varepsilon$-sphere approach. The advantage of the boundary limiting method however is that, it can be directly related to the point limiting method which offers the advantage of restricting field approximations to the boundary. Unlike the exclusion strategies the point limiting approach considers an interval $\tilde{\Gamma}_{e}$ centred on $\mathbf{x}$ of diameter $O(\varepsilon)$ but contained in $\tilde{\Gamma}$ as depicted in Fig. 3. As illustrated in the figure the point $\mathbf{x}$ can approach $\mathbf{x}$ from within or external to the domain $\tilde{\Omega}$. The integral equation of interest is similar in form to Eq. (14), i.e.

$$
c_{\tilde{\Gamma}} \frac{\partial u}{\partial n}(\mathbf{x}) + \int_{\tilde{\Gamma}} \frac{u}{\partial n} \, dV_{\tilde{\Gamma}} - \int_{\tilde{\Gamma}} w_{\tilde{\Gamma}}(\mathbf{x}) \frac{\partial u}{\partial n} \, dS = 0
$$

where $\tilde{\Gamma}_{e}$ is a unit vector which dictates the manner (i.e. direction) in which the boundary point $\mathbf{x}$ is approached by $\mathbf{x} = \mathbf{x} - \varepsilon \tilde{\mathbf{d}}$ as $\varepsilon \to 0$.

The unit vector $\tilde{\mathbf{d}}$ is assumed to be fixed here although could be made dependent on $\varepsilon$ for a curved approach path. Note that it is assumed here that $\gamma$ is sufficiently high to ensure that

$$
\lim_{\varepsilon \to 0} \int_{B_{\varepsilon}^{\tilde{\Omega}}} w_{\varepsilon}(\mathbf{x}) \frac{\partial u}{\partial n} \, dV_{\tilde{\Gamma}} = \lim_{\varepsilon \to 0} \int_{B_{\varepsilon}^{\tilde{\Omega}}} w_{\varepsilon}(\mathbf{x}) \frac{\partial u}{\partial n} \, dV_{\tilde{\Gamma}} = 0
$$

(18)

and

$$
\lim_{\varepsilon \to 0} \int_{\tilde{\Gamma}} w_{\varepsilon}(\mathbf{x}) \frac{\partial u}{\partial n} \, dS_{\tilde{\Gamma}} = \lim_{\varepsilon \to 0} \int_{\tilde{\Gamma}} w_{\varepsilon}(\mathbf{x}) \frac{\partial u}{\partial n} \, dS_{\tilde{\Gamma}} = 0
$$

(19)

which is a property established in the next section.

The use of Eqs. (18) and (19) is a particular advantage of the approach when contrasted against the direct method [9], as analytical solutions are not required for source points off the boundary. Moreover, these integrals are typically evaluated using analytical or semi-analytical methods as there is a requirement to remove singular terms to obtain a finite part (see Ref. [17] for example). The right-hand integral in Eq. (18) is recognised to be hypersingular however in order to avoid the introduction of unnecessary notation the limits in this paper are assumed to refer to finite parts if unbounded. Observe that limits on the right-hand side of Eqs. (18) and (19) infer path independency on the integrals involved, i.e. the limits are not dependent on $\tilde{\mathbf{d}}$.

4. Path dependence

It can be readily shown that shape and path dependency are intrinsically linked. Recall that for singular $g(\mathbf{x},\mathbf{y})$ shape dependency infers that the limit $\lim_{\varepsilon \to 0} g(\mathbf{x},\mathbf{y}) \frac{\partial u}{\partial n}(\mathbf{x}) \, d\Gamma(\mathbf{y})$ depends on the
shape \( \hat{\Gamma}_c \) (see Fig. 2), which is a property associated with hypersingular integrals. Path dependency on the other hand arises in a situation where the limit \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) \) for a prescribed \( \hat{\Gamma}_c \) (as in Fig. 3) is dependent on \( \hat{d} \).

**Theorem 4.1.** If the smooth singular integrand \( g(x, y) \) (singular for \( x=y \)) satisfies the integral identity \( \int_{\hat{\Gamma}} g(x, y) d\Gamma(y) = 0 \) for \( x \in \hat{\Omega} \cup \hat{\Gamma} \), then the limit \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) \) is shape independent and also the limit \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d} \hat{\Gamma}) d\Gamma(y) \) with \( x \to \varepsilon \hat{d} \hat{\Gamma} \) is path independent for sufficiently high \( \gamma > 0 \).

**Proof.** As demonstrated in Section 3 an integrand \( g(x, y) \) satisfying the property \( \int_{\hat{\Gamma}} g(x, y) d\Gamma(y) = 0 \) is shape independent in the sense that \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) \) does not depend on the shape of \( \hat{\Gamma}_c \).

For path independency, consider then \( \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) = -\int_{\hat{\Gamma}} g(x, y) d\Gamma(y) \), which is readily derived from \( \int_{\hat{\Gamma}} g(x, y) d\Gamma(y) = 0 \) where, as depicted in Fig. 3, \( \hat{\Gamma}_c \) is centred on \( x_c \) and \( \hat{\Gamma}_c \subset \hat{\Gamma} \). For sufficiently high \( \gamma > 0 \) it can be shown (shown below) that \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) \) is attained by \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y) d\Gamma(y) \). Path independency immediately follows from this since \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) = -\lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y) d\Gamma(y) \) and the right-hand limit is independent of \( \hat{d} \).

The issue that a sufficiently high \( \gamma > 0 \) exists to ensure that Eqs. (18) and (19) are satisfied is pivotal to the point limiting approach. However, the precise value of \( \gamma \) is unimportant and not generally required. Consider again the integral \( \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) \), which can be written as

\[
\int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) = \int_{\hat{\Gamma}_c} g(x, y) d\Gamma(y) + \int_{\hat{\Gamma}_c} (g(x, y + \varepsilon \hat{d}) - g(x, y)) d\Gamma(y)
\]

(20)

The limit \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) = \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) \) is achieved if the limit \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} (g(x, y + \varepsilon \hat{d}) - g(x, y)) d\Gamma(y) = 0 \). Evidently for \( y \neq x \), and for \( \gamma > 0 \), \( \lim_{\varepsilon \to 0} (g(x, y + \varepsilon \hat{d}) - g(x, y)) = 0 \); note from Taylor’s Theorem that

\[
g(x, y + \varepsilon \hat{d}) - g(x, y) = -\frac{\partial}{\partial y} g(x, y) \varepsilon \hat{d} \hat{\Gamma} + \mathcal{O}(\varepsilon^2)
\]

where \( 0 \leq \eta \leq \varepsilon \) with summation over repeating subscripts.

Note also that \( y-x = y-x_c + x_c-x = y-x_c + \varepsilon \hat{d} \), inf \( y \in \hat{\Gamma}_c \), \( \|y-x_c\|_2 \leq \mathcal{O}(\varepsilon) \), and the inequalities \( \|y-x_c\|_2 + \varepsilon \| \hat{d} \| \leq \|y-x_c\|_2 \leq \|y-x_c\|_2 + \varepsilon \| \hat{d} \| \) from which it can be deduced for \( \gamma > 1 \) that \( \inf_{y \in \hat{\Gamma}_c} (\|y-x_c\|_2 + \varepsilon \| \hat{d} \|) = \mathcal{O}(\varepsilon) \) and it follows, depending on the singular order of \( g \), that \( \sup_{y \in \hat{\Gamma}_c} \left| \frac{\partial}{\partial y} g(x, y) \right| = \mathcal{O}(\varepsilon^{-\beta}) \) for \( y \in \hat{\Gamma}_c \), with \( \beta \) independent of \( \gamma \). Hence, because \( \gamma \) is arbitrary, it can be specified sufficiently high to ensure that the limit \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} (g(x, y + \varepsilon \hat{d}) - g(x, y)) d\Gamma(y) = 0 \). \( \Box \)

Theorem 4.1 can be extended to cater for corners where \( g \) is discontinuous.

**Corollary 4.1.** If \( g(x, y) \) is a piecewise smooth singular integrand, possessing finite discontinuities at a finite set of points \( \{x_d\} \in \hat{\Gamma} \), satisfies the integral identity \( \int_{\hat{\Gamma}} g(x, y) d\Gamma(y) = 0 \) for \( x \in \hat{\Omega} \cup \hat{\Gamma} \), then the limit \( \lim_{\varepsilon \to 0} \int_{\hat{\Gamma}_c} g(x, y + \varepsilon \hat{d}) d\Gamma(y) \) with \( x \to \varepsilon \hat{d} \hat{\Gamma} \) is path independent for sufficiently high \( \gamma > 0 \).

**Proof.** The proof follows almost identically to that of Theorem 4.1 apart from the representation of \( \hat{\Gamma}_c \) in two parts, i.e. \( \hat{\Gamma}_c = \hat{\Gamma}_c^c \cup \hat{\Gamma}_c^s \) where \( x_d \in \hat{\Gamma}_c^c \cap \hat{\Gamma}_c^s \). A Taylor expansion of the form in Eq. (21) applies to each part of \( \hat{\Gamma}_c \) taking into consideration the discontinuity at \( x_d \) and the proof follows.

Prior to examining the specific details in applying the point limiting approach it is of interest to consider the influence of curvature at a point in \( \hat{\Gamma} \). In the theory that follows a smooth boundary point is denoted \( x \) whilst a corner boundary point is denoted \( x_c \).

### 5. Free terms at a smooth boundary point

With reference to Fig. 4 consider the source point \( x \) a distance \( \varepsilon \) from the point \( x_c \). Let \( y \in \hat{\Gamma} \) and observe that \( r = y-x = y-x_c + x_c-x \), where \( x_c-x = \varepsilon \hat{d} \) and consider the asymptotic approximation of \( y(t) \) on the boundary at \( x_c \), i.e.

\[
y(t) = x_c - \varepsilon \hat{d}
\]

(22)

where curvature of \( \hat{\Gamma} \) at \( x_c \) is \( k_c = \kappa_c(0) \), \( k_c' = \kappa_c'(0) \) and \( n_c = t_0 \) although for definiteness \( n_c \) is assumed to be in the direction of the outward pointing normal (\( k_c \) is set to \( -k_c \) if this is not the case).

It follows that:

\[
r = t_0 t_1 - \frac{1}{2} k_c k_c' n_c - \frac{1}{6} t_0^2 (k_c' n_c + k_c n_c') + \varepsilon \hat{d} + O(t_0^4)
\]

(23)

and

\[
t_1 = t_0 - k_c t_1, n_c - \frac{1}{2} t_0^2 (k_c' n_c + k_c n_c') + O(t_0^4)
\]

(24)

and

\[
n = n_c + k_c t_1 + t_0^2 (k_c' n_c' - k_c n_c') + O(t_0^4)
\]

(25)

One of integrals of interest in Eq. (17) is

\[
\int_{\hat{\Gamma}_c} \frac{\partial}{\partial y} \frac{w d\Gamma}{x}\int_{\hat{\Gamma}_c} \left( \frac{\partial}{\partial y} \frac{w d\Gamma}{x} \right) + \int_{\hat{\Gamma}_c} \left( \frac{\partial}{\partial y} \frac{w d\Gamma}{x} \right) \int_{\hat{\Gamma}_c} \left( \frac{\partial}{\partial y} \frac{w d\Gamma}{x} \right)
\]

(26)
which on application of Eq. (25) gives
\[
\frac{\partial u}{\partial x} \int_{I_1} \left[ n_i w_i d\Gamma - \frac{\partial u}{\partial x} \int_{I_1} w_i d\Gamma + \frac{\partial u}{\partial x} \int_{I_1} t_i w_i d\Gamma \right]
\]
and similarly
\[
\int_{I_1} \left( (y_j-x_j) \frac{\partial \phi}{\partial x_j} \frac{d\Gamma}{\partial x} \right) \frac{\partial u}{\partial x} \int_{I_1} w_i d\Gamma - \frac{\partial u}{\partial x} \int_{I_1} w_i d\Gamma - \frac{\partial u}{\partial x} \int_{I_1} t_i w_i d\Gamma \frac{d\Gamma}{\partial x} \int_{I_1} \left( (y_j-x_j) \frac{\partial \phi}{\partial x_j} \right)
\]
Note however that the integrals \( \int_{I_1} \frac{\partial w_i}{\partial x} d\Gamma \) and \( \int_{I_1} t_i \frac{\partial w_i}{\partial x} d\Gamma \)
are identically zero in the limit \( \epsilon \to 0 \). The result follows because \( t_i, w_i = O(1) \), \( \int_{I_1} \frac{\partial w_i}{\partial x} d\Gamma = O(\epsilon) \) as \( \epsilon \to 0 \), so \( \int_{I_1} \frac{\partial w_i}{\partial x} d\Gamma = O(\epsilon) \) and \( \int_{I_1} t_i \frac{\partial w_i}{\partial x} d\Gamma = O(\epsilon) \). Thus, on subtraction of Eq. (28) from (27) gives
\[
\frac{\partial u}{\partial x} \int_{I_1} \left[ n_i w_i - (y_j-x_j) \frac{\partial \phi}{\partial x_j} \right] d\Gamma - \frac{\partial u}{\partial x} \int_{I_1} w_i d\Gamma - \frac{\partial u}{\partial x} \int_{I_1} t_i w_i d\Gamma
\]
More over, the approximation \( n \sim n' - \kappa_c t_i t_i \) can be applied to the derivative in the last integral on the right-hand side of Eq. (29) to give
\[
\int_{I_1} t_i \frac{\partial w_i}{\partial x} d\Gamma - \int_{I_1} t_i \frac{\partial w_i}{\partial x} d\Gamma + \kappa_c \int_{I_1} t_i \frac{\partial w_i}{\partial x} d\Gamma - \int_{I_1} t_i \frac{\partial w_i}{\partial x} d\Gamma
\]
In addition, note the identity \( dF^p = \frac{dF^p}{d\Gamma} = \frac{dF^p}{d\Gamma (1 + O(t_i))} = \frac{dF^p}{d\Gamma (1 + O(t_i))} \)
suggesting that the approximation of a curved surface with an appropriate planar surface \( y'(t_1) - x_i = t_i t_i + \epsilon \hat{d} \) is possibly sufficient to obtain the correct limiting value. 
This suggestion is confirmed on analysis of \( w_i - w_i^0 \) and \( \frac{\partial w_i}{\partial x_i} - \frac{\partial w_i^0}{\partial x_i} \) where \( w_i^0 \) and \( \frac{\partial w_i^0}{\partial x_i} \) denote \( w_i \) and \( \frac{\partial w_i}{\partial x_i} \) evaluated on the tangent plane. Note that Eq. (23) gives \( r = r^p + O(t_i^2) \) which yields \( r^2 = (r^p)^2 + O(t_i^2) \) and \( r = r^p + O(t_i^2) \). Direct substitution of these expressions into Eqs. (7) and (8) gives \( w_i = w_i^0 + O(t_i^2) \) and \( \frac{\partial w_i}{\partial x_i} = \frac{\partial w_i}{\partial x_i} + O(t_i^2) \), which on substitution into Eq. (29) along with Eq. (31) gives
\[
\frac{\partial u}{\partial x} \int_{I_1} \left[ n_i w_i - (y_j-x_j) \frac{\partial \phi}{\partial x_j} \right] d\Gamma - \frac{\partial u}{\partial x} \int_{I_1} w_i d\Gamma - \frac{\partial u}{\partial x} \int_{I_1} t_i w_i d\Gamma
\]
with integration performed on the planar surface denoted \( \tilde{F}^p \).
The right-hand side of Eq. (32) confirms that at a smooth point that curvature does not affect the left-hand side of this equation and that integration can be performed on a planar tangent at \( x_i \).

Consider the application of \( n \sim n' + \kappa_c t_i t_i \) to the other free-term integral appearing in Eq. (17), i.e. \( u^f \int_{I_1} \frac{\partial w_i}{\partial x} d\Gamma \), to give
\[
u F^p \int_{I_1} \frac{\partial w_i}{\partial x} (x_j - x_j') d\Gamma \sim u^f \int_{I_1} \frac{\partial w_i}{\partial x} (x_j - x_j') d\Gamma
\]
indicating that the first integral on the right-hand side of Eq. (33) is potentially unbounded.

The appearance of a curvature term suggests that performing integration on a plane in this case will not yield a sufficiently precise asymptotic approximation. A circular boundary \( y'(t_1) = x' = t_i t_i - 0.5 \kappa_c t_i t_i n' \) with \( r = t_i t_i - 0.5 \kappa_c t_i t_i n' + \epsilon \hat{d} \) being of the same order as the singular integrand is sufficient to obtain the correct limiting value up to order-one accuracy. It transpires that the representation \( n = (n' - n') (n' + n n' t_i t_i) \) provides for a closed form solution with Eq. (33) replaced by
\[
u F^p \int_{I_1} \frac{\partial w_i}{\partial x} (x_j - x_j') d\Gamma \sim u^f \int_{I_1} n' \frac{\partial w_i}{\partial x} (x_j - x_j') d\Gamma
\]
where \( \tilde{F}^p \) represents a circular boundary in Eq. (34).

If the surface happens to be planar, then the second integral on the right-hand side of Eq. (34) is identically zero arising from \( n \cdot t_i t_i = 0 \).

**Proposition 5.1.** At a smooth point \( x_i \in \tilde{F}^p \), the derivative free term can be determined using the point-limiting method with integration performed on the tangent plane at \( x_i \) using Eq. (32).

**Proof.** The proof for Proposition 5.1 is performed above but it is important to realise that it is founded on the validity of asymptotic approximation \( r = r^p + O(t_i^2) \) as \( t_i \to 0 \) with \( r^p = O(\epsilon) \) and with \( \gamma \) set sufficiently high but certainly greater than 1. Moreover, the unit vector \( d \) does not belong to the tangent plane (typically chosen to be perpendicular in fact), so it follows that \( r^p = O(t_i^2) \) which confirms the validity of the asymptotic approximation \( r = r^p + O(t_i^2) \). \( \square \)

6. General properties at a planar smooth boundary point

This section is concerned with the evaluation of the integrals on the right-hand side of Eqs. (32) and (34) on a planar surface. However, prior to this evaluation it is useful at this stage to obtain relationships between the derivatives in the \( e_i \) directions and those in the \( t_i \) directions as depicted in Fig. 4. Let \( t_i \) be the unit tangent and \( t_2 \) be the unit normal which are related to the \( e_i \) direction by \( t_i = \epsilon_i \epsilon_i \), where \( \epsilon_i = -e_i \) are the direction cosines for \( t_i \). Note that \( dx = e_i dx_i = \epsilon_i \epsilon_i dx_i dx_i \) and \( dt = t_i dt_i = t_i \epsilon_i \epsilon_i dx_i dx_i \), and equating these gives \( \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i \epsilon_i = \epsilon_i 

**Proposition 6.1.** The following properties apply to radial function \( w(x,y) \):

(i) \( w(x,x+\alpha e_1+\beta e_2) = w(x,x+\alpha e_1+\beta e_2) \)

(ii) \( w(x,x+\alpha e_1+\beta e_2) = -w(x,x-\alpha e_1+\beta e_2) \)
and
\[ w(x, x + z e_1 + \beta e_2) = -w_1(x, x - z e_1 + \beta e_2) \]
and similarly for \( w_2 \).

(iii) \( w_{12}(x, x + z e_1 + \beta e_2) = -w_{12}(x, x - z e_1 + \beta e_2) = -w_{12}(x, x + z e_1 - \beta e_2) \)

(iv) \( w_{11}(x, x + z e_1 + \beta e_2) = w_{11}(x, x + z e_1 + \beta e_2) \) and similarly for \( w_{22} \).

(v) \( \int_{-\varepsilon}^{\varepsilon} w_{1}(x, x + z e_1 + \beta e_2) dx = 0 \)

(vi) \( \int_{-\varepsilon}^{\varepsilon} w_{12}(x, x + z e_1 + \beta e_2) dx = \int_{-\varepsilon}^{\varepsilon} w_{12}(x, x + z e_1 + \beta e_2) dx = \beta = 0. \)

with \( x \) and \( \beta \) not simultaneously equal to zero and \( w_i = \frac{\partial w_i}{\partial y_i} \).

**Proof.** The proofs are elementary, so are performed in brief.

Property (i) applies because \( w \) is a radial function centred on \( x \) and \( r = \|x - z e_1 \| = \sqrt{x^2 + z^2} \). For (ii) \( w_1 = \partial w / \partial y_1 = r_1(w/r) \)
and \( w/r \) being a radial function centred on \( x \) has property (i) but \( r_1(x, x + z e_1 + \beta e_2) = x \); hence the result. For (iii) \( w_{12} = \partial w / \partial y_2 = \partial r_1(w/r)/\partial y_2 = r_1(r_2(w/r)) \) where \( (w/r) \) being radial has property (i) and the result flows from \( r_1(x, x + z e_1 + \beta e_2) = r_1(x, x + z e_1 + \beta e_2) = x \) and similarly for (iv) \( w_{11} = \partial w / \partial y_1 = r_1(w/r) \).

(v) and (vi) follow trivially from (ii) and (iii) and represent the behaviour of an asymmetric (odd) function. \( \square \)

Note that, Proposition 6.1 also applies with \( e_i \) replaced by \( t_i \) along with the corresponding changes in the directions of the derivatives. This proposition along with Theorem 4.1 allows for the determination of general properties and simplification of the integrals found in Eqs. (32) and (34). Theorem 4.1 confers path independence on the integrals on the left-hand side of Eqs. (32) and (34) and the question arises whether the integrals on the right-hand side are also path independent. One possible means of determining this is by direct evaluation for an arbitrary direction vector \( d \) as depicted in Fig. 4. However, this can be avoided for Eq. (32) or equivalently Eq. (29) by direct substitution of \( \frac{\partial w}{\partial n} = \eta_i (\partial w / \partial x_i) \) and \( \partial w / \partial x_i = \frac{\partial w_i}{\partial \xi_i} \) (the right-hand side is a somewhat expected asymptotic approximation for the leftalthough obtained in a somewhat indirect manner.

Multiplication of Eq. (36) by \( n_i \) (summed over \( j \)) gives
\[ \int_{\Gamma_1} w_i d\Gamma = \eta_i \int_{\Gamma_1} \eta_i w_i - (y_j - \xi_j n_j) \frac{\partial w_i}{\partial \xi_j} d\Gamma \]
and similarly for \( \beta \) gives
\[ \int_{\Gamma_1} \frac{\partial w_i}{\partial \xi_j} d\Gamma = \beta_i \int_{\Gamma_1} \eta_i w_i - (y_j - \xi_j n_j) \frac{\partial w_i}{\partial \xi_j} d\Gamma \]

where it is immediately deduced that the integrals on the left-hand side of Eqs. (37) and (38) are path independent as a direct consequence of the right-hand sides being formed by the linear combination of path independent integrals.

On a planar surface Eq. (34) reduces to one integral which by default is path independent.

**Proposition 6.2.** For a smooth surface the integrals appearing on the right-hand sides of Eq. (32) are path independent.

---

**6.1. Simplification of integrals using Proposition 6.1**

Prior to considering the right-hand side of Eqs. (32) and (34) for an arbitrary direction derivative \( e_i \) it is insightful to consider the situations where \( e_i = t_i \) as well as \( e_i = n_i \). It is also convenient to select \( d \) to be perpendicular to the tangent plane \( \Gamma^\perp \) (i.e. \( d = t_i \)) which is permissible since the integrals are path independent. Consider first \( e_i = t_i \) and Proposition 6.1 with point on the tangent plane \( y_i(t_i) = x + t_i t_i + \beta t_i \) (see Fig. 6); then Eqs. (32) and (34) become
\[ \frac{\partial u}{\partial \xi_i} \int_{\Gamma_1} \left[ n_j \left( \frac{\partial w_i}{\partial \xi_j} - (y_j - \xi_j n_j) \frac{\partial w_i}{\partial \xi_j} \right) \right] d\Gamma \sim \int_{\Gamma_1} \frac{\partial u}{\partial \xi_i} d\Gamma \]
and
\[ u_i \int_{\Gamma_1} \frac{\partial w_i}{\partial \xi_i} d\Gamma \sim 0 \]
confirming that at a smooth point, in the case of a tangential derivative, a free term contribution arises for the tangential derivative term only.

Similarly for \( e_i = n_i \)
\[ \frac{\partial u}{\partial \xi_i} \int_{\Gamma_1} \left[ n_j \left( \frac{\partial w_i}{\partial \xi_j} - (y_j - \xi_j n_j) \frac{\partial w_i}{\partial \xi_j} \right) \right] d\Gamma \sim \int_{\Gamma_1} \frac{\partial u}{\partial \xi_i} d\Gamma \]
and
\[ u_i \int_{\Gamma_1} \frac{\partial w_i}{\partial \xi_i} d\Gamma \sim u_i \int_{\Gamma_1} \frac{\partial w_i}{\partial \xi_i} d\Gamma \]

The integrands on the right-hand side of Eqs. (39), (41) and (42) are even, permitting the doubling of the integrand and the integration being performed over the domain \([0, \pi]\) rather than \([-\pi, \pi]\).

---

**6.2. Integral evaluation for point limiting method**

This section is concerned with the evaluation of the integrals that appear on the right-hand side of Eqs. (39)-(42). To achieve this, consider the point \( x \) approaching \( x_i \) as depicted in Fig. 6 where the approach is at an angle \( \beta \) to the surface normal. It is recognised from Theorem 4.1 that the angle \( \beta \) cannot influence the outcome here although it is of interest to demonstrate this explicitly. However, to demonstrate the relative ease of this approach \( \beta \) is initially set to zero. In this case \( r^2 = s_2^2 + t_i^2 \) where \( s_2 = \delta \) on the tangent plane \( \Gamma^\perp \)
\[ \int_{-\pi}^{\pi} \frac{\partial w_i}{\partial \xi_2} d\xi_2 \]
and
\[ \int_{-\pi}^{\pi} \frac{\partial w_i}{\partial \xi_2} d\xi_2 \]

\[ = \frac{1}{\sqrt{\pi}} \int_{0}^{\sqrt{\pi}} \frac{1}{1 + s^2} ds = \tan^{-1}(\pi/\pi) \]

(43)
where for $\gamma > 1$, in the limit $\varepsilon \to 0$, the right-hand side of Eq. (41) yields 0.5.

Recall that the parameter $\gamma$ is required to be set above a certain value (whose existence is assured by Theorem 4.1) to obtain a unique limit for the integral, which is achieved here with $\gamma > 1$. In a similar fashion

$$\int_{-c}^{c} t_{1} \frac{\partial D}{\partial s_{1}} \frac{\partial}{\partial t_{1}} dt_{1} = \int_{-c}^{c} \frac{1}{2\pi} t_{1} \frac{\partial D}{\partial s_{1}} \frac{\partial}{\partial t_{1}} dt_{1} = \frac{1}{2\pi} \int_{-c}^{c} \frac{t_{1}^{2} S_{2}}{t_{1}^{2} - S_{2}^{2}} dt_{1}$$

$$= -\frac{1}{2\pi} \left( \frac{t_{1}^{2} S_{2}}{t_{1}^{2} - S_{2}^{2}} \right) \frac{S_{2}}{t_{1}^{2} + S_{2}^{2}}$$

$$= -\frac{1}{2\pi} \left( \tan^{-1}(t_{1}^{-1}) - \tan^{-1}(t_{1}^{1}) \right)$$

Equation (44)

where for $\gamma > 1$, in the limit $\varepsilon \to 0$, the right-hand side of Eq. (39) yields $-0.5$.

Repeating the process for the integral in Eq. (42) gives

$$\int_{-c}^{c} \frac{\partial W}{\partial c_{2}} \frac{\partial}{\partial t_{2}} dt_{2} = \frac{1}{2\pi} \int_{-c}^{c} \frac{\partial W}{\partial c_{2}} \frac{\partial}{\partial t_{2}} dt_{2} = \frac{1}{2\pi} \int_{-c}^{c} \frac{t_{2}^{2} S_{1}}{t_{2}^{2} - S_{1}^{2}} dt_{2}$$

$$= \frac{2}{\pi} \int_{0}^{c} \frac{S_{1}}{t_{2}^{2} + t_{2}^{2}} dt_{2} = \frac{2}{\pi} \int_{0}^{c} \frac{s_{1}^{2} - 1}{s_{1}^{2} + 1} ds$$

$$= -\frac{2}{\pi} S_{1}$$

Equation (45)

where for $\gamma > 1$, in the limit $\varepsilon \to 0$, the right-hand side of Eq. (42) yields no contribution.

Utilisation of Eq. (35) gives

$$\frac{\partial u_{c}}{\partial x_{c}} \lim_{\varepsilon \to 0} \int_{\Omega} \frac{\partial W}{\partial c_{1}} \frac{\partial}{\partial t_{1}} dt_{1} = \frac{1}{2\pi} \int_{-c}^{c} \frac{\partial W}{\partial c_{1}} \frac{\partial}{\partial t_{1}} dt_{1}$$

and

$$\lim_{\varepsilon \to 0} \int_{\Omega} \frac{\partial W}{\partial c_{1}} \frac{\partial}{\partial t_{1}} dt_{1} \sim 0$$

Equation (46)

The right-hand side of Eq. (46) is equal to $0.5(\partial u_{c}/\partial x_{c})$, which is as expected since the free term external and internal to $\Omega$ is zero and $\partial u_{c}/\partial x_{c}$, respectively. It is of interest to explicitly confirm the path independence of the integrals appearing on the right-hand side of Eqs. (32) and (34). The integrals are presented in Appendix 1, where the limiting values for Eqs. (43)-(45) are obtained with $\beta \neq 0$, thus demonstrating explicitly path independence for these integrals.

7. Point limiting method at a smooth boundary point

The analysis pertaining to Eq. (32) performed on a planar surface is applicable to an arbitrary smooth surface as a consequence of Proposition 5.1. However, it is not the case for Eq. (34) because the severity of the singularity requires a more accurate description of the surface geometry. It is of interest to note from Eq. (22) that $y^{*}(t_{1}) = y_{1} - 0.5k_{c}t_{1}^{2}n_{c}^{*}$ represents the next order of approximation and is a constant curvature geometry which is of course commonly used in the vanishing exclusion method. It is reasonable to question what order of accuracy is required and this is linked to achieving up to order-one accuracy for the integral $\int_{\Omega} g(x - \varepsilon \hat{d}y) d\Omega(y)$ as $\varepsilon \to 0$. The representation of this integral by $\int_{\Omega} g(x - \varepsilon \hat{d}y) d\Omega(y)$ is sufficient to order-one accuracy if for example $g \sim \varepsilon^{-2}$ and $d\Omega - d\Omega^{*} = O(\varepsilon^{3})$ as $\varepsilon \to 0$, as is the case for Eq. (34).

As for the planar case consider the situations where $\hat{e}_{c} = \hat{t}_{2}$ as well as $\hat{e}_{c} = \hat{t}_{1}$ with $\hat{d}$ perpendicular to the tangent plane (i.e. $\hat{d} = \hat{t}_{1}$). With reference to Fig. 7 it can be seen that $s_{2} = k_{c}^{-1}$ ($\cos \theta - 1) + \varepsilon$, $s_{1} = k_{c}^{-1} \sin \theta$, $\hat{n} \cdot \hat{t}_{1} = \sin \theta$, $\hat{n} \cdot \hat{t}_{2} = \cos \theta$ and $r^{2} = s_{2}^{2} + s_{1}^{2}$. Equation (34) for $\hat{e}_{c} = \hat{t}_{1}$ becomes

$$u^{d} \int_{\Omega} \frac{\partial^{2} \hat{W}}{\partial \hat{c}_{1}^{2}} \frac{\partial}{\partial t_{1}} dt_{1} \sim -\frac{2\pi}{k_{e}^{*}} \int_{-c}^{c} \frac{\partial^{2} \hat{W}}{\partial \hat{c}_{1}^{2}} \frac{\partial}{\partial t_{1}} dt_{1}$$

$$= \frac{1}{2\pi} \int_{-c}^{c} \frac{\partial^{2} \hat{W}}{\partial \hat{c}_{1}^{2}} \frac{\partial}{\partial t_{1}} dt_{1} \sim 0$$

Equation (47)

which is identically zero because the integrands are odd functions. Similarly for $\hat{e}_{c} = \hat{t}_{2}$, Eq. (34) gives

$$u^{d} \int_{\Omega} \frac{\partial^{2} \hat{W}}{\partial \hat{c}_{2}^{2}} \frac{\partial}{\partial t_{2}} dt_{2} \sim -\frac{2\pi}{k_{e}^{*}} \int_{-c}^{c} \frac{\partial^{2} \hat{W}}{\partial \hat{c}_{2}^{2}} \frac{\partial}{\partial t_{2}} dt_{2}$$

$$= \frac{1}{2\pi} \int_{-c}^{c} \frac{\partial^{2} \hat{W}}{\partial \hat{c}_{2}^{2}} \frac{\partial}{\partial t_{2}} dt_{2} \sim 0$$

Equation (48)

which has zero finite part and hence confirming that there is no free term associated with $u$ at a smooth boundary point.

8. Point limiting method at a planar corner

Consider next the point $x$ approaching a corner point $x_{1}$ as depicted in Fig. 8 where the angle of the corner is $2\alpha$. The evaluation of a free term at a corner does not significantly change the proposed methodology and many of the results discussed to this point apply equally to a corner. The significant change is that the free-term integrals in Eq. (17) evaluated on $\Gamma_{c}$ are required to be determined as the sum of contributions from $\Gamma_{c}^{a}$ and $\Gamma_{c}^{b}$ where $\Gamma_{c} = \Gamma_{c}^{a} \cup \Gamma_{c}^{b}$. In addition the tangent and normal vectors at $x_{c}$ are not uniquely defined although it is advantageous to utilise

![Fig. 7. Integration over a smooth boundary with local curvature $k_{c}$.](image)

![Fig. 8. Point limiting at a corner boundary point.](image)
symmetry to stipulate these as \((t_i^0, t_j^0)\) as depicted in Fig. 9. Limiting values of tangent vectors are assumed to exist for \(t_i^0\) and \(t_j^0\) at \(x_d\) and these are denoted as \(\{t_i^0, t_j^0\}\) and \(\{t_i^b, t_j^b\}\). Thus, along with \(\{e_1, e_2\}\), a corner point has four coordinate frames associated with it; hence things are somewhat more involved. Theorem 4.1 is applicable although it is important to appreciate that \(x_d\) must lie internal to the boundary \(\Gamma_e\) to ensure that \(\int_{\Gamma_e} \text{inf} \{y - x_i\} = 0(e)\), which would not occur if \(x_d\) was at the edge \(y = t_e\) of \(\Gamma_e\). In addition, the approximations on a tangent plane discussed in Section 5 apply equally to a corner where Eqs. (32) and (34) give

\[
\int_{\Gamma_e} t_i^0 \frac{\partial W_i}{\partial e} \, d\Gamma = \frac{\partial u_i^0}{\partial e} t_j^0 \int_{\Gamma_e} W_j^0 \, d\Gamma \int_{t_e}^{t_j^0} \frac{\partial W_j^0}{\partial t} \, dt
\]

\[
\int_{\Gamma_e} t_i^b \frac{\partial W_i}{\partial e} \, d\Gamma = \frac{\partial u_i^b}{\partial e} t_j^b \int_{\Gamma_e} W_j^0 \, d\Gamma \int_{t_e}^{t_j^0} \frac{\partial W_j^0}{\partial t} \, dt
\]

and

\[
\int_{t_e}^{t_j^0} \frac{\partial W_i}{\partial t} \, dt = \int_{t_e}^{t_j^0} \frac{\partial W_i^0}{\partial t} \, dt
\]

(50)

(51)

\[
\int_{t_e}^{t_j^0} \frac{\partial W_i}{\partial t} \, dt = \int_{t_e}^{t_j^0} \frac{\partial W_i^0}{\partial t} \, dt
\]

where for convenience \(t_i^0\) and \(t_j^0\) are assumed to be outward pointing and where the free terms are obtained on addition of Eqs. (50)–(51) and Eqs. (52)–(53).

Note that the superscripts \(p\) and \(pb\) denote the two tangent planes at \(x_d\) whilst \(k_a\) and \(k_b\) are the limiting curvatures for \(t_i^0\) and \(t_i^b\) evaluated at \(x_d\). The various tangent systems are depicted in Fig. 9 along with the corner angle \(2\alpha\) and the approach angle \(\beta\) measure between \(d\) and \(t_i^0\). It should be appreciated that the integrals formed on addition of (50) and (51), and (52) and (53), i.e. integration performed over \(\Gamma_e\) are path independent although this property does not necessarily extend to \(t_i^0\) and \(t_i^b\). In other words, integrals formed on \(t_i^0\) and \(t_i^b\) can depend on \(\beta\) but this dependence vanishes on the appropriate addition of said integrals as \(\varepsilon \to 0\). This property is investigated explicitly for particular integrals in Appendix II whilst in this section all calculations are performed with \(\beta\) set equal to zero.

8.1. Coordinate frames at a corner

The identification of symmetries for simplification is achieved by expressing \(t_i^0\) as a linear combination of suitable independent pairings of \(t_i^0, t_i^b\), \(i = 1, 2\). With reference to Fig. 9 the relationships are: \(t_i^0 = -t_i^0 \sin \alpha - t_i^b \cos \alpha\) and \(t_i^b = t_i^0 \cos \alpha + t_i^b \sin \alpha\) which can be succinctly written as \(t_i^b = -t_i^0 \sin \beta\) and \(t_i^b = -t_i^b \cos \beta\). With this choice \(t_i^0\) lies on the global system \(e_i\) via \(t_i^0 = \alpha e_i\), giving \(\partial / \partial t_i = \alpha \partial / \partial e_i\). Thus, \(t_i^0 = t_i^0 \cdot e_i\). It is convenient at this stage to define a shorthand notation for the integrals involved, i.e.

\[
\beta_i^0 = \int_{t_e}^{t_j^0} \frac{\partial W_i}{\partial t} \, dt_i^0 \quad \beta_i^b = \int_{t_e}^{t_j^0} \frac{\partial W_i}{\partial t} \, dt_i^b \quad \beta_i^b = \int_{t_e}^{t_j^0} \frac{\partial W_i^0}{\partial t} \, dt_i^b \quad \beta_i^b \quad \text{and likewise on} \Gamma_e^b
\]

(54)

and likewise on \(t_i^b\) i.e. \(\beta_i^0, \beta_i^b\), and \(\beta_i^b\) where it is understood that one derivative in the integrals is with respect to coordinate variable \(x\) with others with respect to coordinate variable \(y\) for the two point function \(w(x, y)\).

A particular property which provides for significant simplification is that for \(\beta = 0\) (see Fig. 9) the following identities apply: \(\beta_i^0 = \beta_i^b, \beta_i^b = \beta_i^b\), and \(\beta_i^b = \beta_i^b\), and it is convenient to adopt the notation \(\beta_i^0, \beta_i^b, \text{and} \lambda_i^0\) in this case.

**Proposition 8.1.** For \(\beta = 0\): \(\beta_i^0 = \beta_i^0, \beta_i^b = \beta_i^b\), \(\beta_i^b = \beta_i^b\) and \(\lambda_i^0 = \lambda_i^0\).

**Proof.** On \(t_i^0, r = \partial / \partial r + t_i^0, t_i^0, t_i^b, t_i^b \) so \(r \cdot t_i^0 = \partial / \partial r + t_i^0, t_i^0, t_i^b \) and \(r \cdot t_i^b = \partial / \partial r + t_i^b, t_i^b, t_i^b \). Similarly on \(t_i^b, R \cdot t_i^b = \partial / \partial r + t_i^b, t_i^b, t_i^b \) and \(r \cdot t_i^b = \partial / \partial r + t_i^b, t_i^b, t_i^b \). The proof essentially stems from these relationships since for example

\[
\beta_i^0 = \int_{t_e}^{t_j^0} \frac{\partial W_i}{\partial t} \, dt_i^0 = \int_{t_e}^{t_j^0} \frac{\partial W_i^0}{\partial t} \, dt_i^0 = \int_{t_e}^{t_j^0} \frac{\partial W_i^0}{\partial t} \, dt_i^0
\]

\[
\int_{t_e}^{t_j^0} \frac{\partial W_i}{\partial t} \, dt_i^0 = \int_{t_e}^{t_j^0} \frac{\partial W_i^0}{\partial t} \, dt_i^0
\]

(55)

and

\[
\beta_i^b = \int_{t_e}^{t_j^0} \frac{\partial W_i}{\partial t} \, dt_i^b = \int_{t_e}^{t_j^0} \frac{\partial W_i^0}{\partial t} \, dt_i^b
\]

\[
\int_{t_e}^{t_j^0} \frac{\partial W_i}{\partial t} \, dt_i^b = \int_{t_e}^{t_j^0} \frac{\partial W_i^0}{\partial t} \, dt_i^b
\]

(56)

and the remaining integrals follow in a similar fashion. \(\square\)

8.2. Simplification of integrals using Proposition 8.1

For \(\beta = 0\) it is instructive to consider integrals (50)–(53) and to consider the situations where \(e_i = t_i^0\) as well as \(e_i = t_i^b\). For the case
\[ e_i = t_i^f, \text{ Eqs. (50) and (51) give} \]
\[ \frac{\partial u^d}{\partial x_1} \int_{x_1} \left[ n_{1} \frac{\partial w}{\partial t_{1}} (y_j - x_{j}) \frac{\partial^2 w}{\partial x_{1}^2} \right] \, dr \frac{\partial^2 w}{\partial t_{1}^2} \int_{x_1} \frac{\partial w}{\partial x_{1}} \, dr^p \]
\[ = \frac{\partial u^d}{\partial x_1} \int_{x_1} \left[ n_{1} \frac{\partial w}{\partial t_{1}} (y_j - x_{j}) \frac{\partial^2 w}{\partial x_{1}^2} \right] \, dr \frac{\partial^2 w}{\partial t_{1}^2} \int_{x_1} \frac{\partial w}{\partial x_{1}} \, dr^p \]
\[ = (x_{j1}^2 x_{j2}^2 b_j - x_{j1}^2 x_{j2}^2 b_j) \frac{\partial u^d}{\partial x_{1}} \]  
(57)

\[ \frac{\partial u^d}{\partial x_1} \int_{x_1} \left[ n_{1} \frac{\partial w}{\partial t_{1}} (y_j - x_{j}) \frac{\partial^2 w}{\partial x_{1}^2} \right] \, dr \frac{\partial^2 w}{\partial t_{1}^2} \int_{x_1} \frac{\partial w}{\partial x_{1}} \, dr^p \]
\[ = (x_{j1}^2 x_{j2}^2 b_j - x_{j1}^2 x_{j2}^2 b_j) \frac{\partial u^d}{\partial x_{1}} \]
(58)

which add to give
\[ \frac{\partial u^d}{\partial x_1} \int_{x_1} \left[ n_{1} \frac{\partial w}{\partial t_{1}} (y_j - x_{j}) \frac{\partial^2 w}{\partial x_{1}^2} \right] \, dr \frac{\partial^2 w}{\partial t_{1}^2} \int_{x_1} \frac{\partial w}{\partial x_{1}} \, dr^p \]
\[ = (x_{j1}^2 x_{j2}^2 b_j - x_{j1}^2 x_{j2}^2 b_j) \frac{\partial u^d}{\partial x_{1}} \]
(59)

where use is made of \( x_{j1} = -x_{j1}^i \) and \( x_{j2} = x_{j2}^i \) along with Proposition 8.1.

Eq. (59) confirms that for \( e_i = t_i^f \) the free term is solely associated with the tangential derivative with no normal derivative component. Consider now Eqs. (52) and (53) for the case \( e_i = t_i^f \) which gives
\[ u^d \int_{x_1} \frac{\partial^2 w}{\partial x_1^2} \, dr \sim u^d x_{j1}^i x_{j2}^i \]
(60)

\[ u^d \int_{x_1} \frac{\partial^2 w}{\partial x_1^2} \, dr \sim u^d x_{j1}^i x_{j2}^i \]
(61)

which on addition gives
\[ u^d \int_{x_1} \frac{\partial^2 w}{\partial x_1^2} \, dr \sim u^d x_{j1}^i x_{j2}^i + x_{j2}^i x_{j1}^i \]
(62)

Repeating the process for \( e_i = t_i^f \) yields
\[ \frac{\partial u^d}{\partial x_1} \int_{x_1} \left[ n_{1} \frac{\partial w}{\partial t_{1}} (y_j - x_{j}) \frac{\partial^2 w}{\partial x_{1}^2} \right] \, dr \frac{\partial^2 w}{\partial t_{1}^2} \int_{x_1} \frac{\partial w}{\partial x_{1}} \, dr^p \]
\[ = (x_{j1}^2 x_{j2}^2 b_j - x_{j1}^2 x_{j2}^2 b_j) \frac{\partial u^d}{\partial x_{1}} \]
(63)

\[ u^d \int_{x_1} \frac{\partial^2 w}{\partial x_1^2} \, dr \sim u^d x_{j1}^i x_{j2}^i + x_{j2}^i x_{j1}^i = -2u^d x_{j2}^i x_{j1}^i \]
(64)

8.3. Evaluation of integrals for a corner

To evaluate the expressions (59), (63) and (64) requires the asymptotic expansions for \( \beta_i, \beta_j \) and \( x_{j1} \), typically obtained using a standard symbolic tool. However, the integrals involved are relatively simple for the potential problem enabling closed formed solutions to be directly obtained. With reference to Fig. 9 the following relationships can be defined/deduced: \( S_2 = v^i \sin x \),

\[ s_1 = t_i^f e^{-i \gamma} \] and \( s_2 = s_2 + s_2 \), where \( \gamma > 1 \) and \( x \in (0, \pi) \). Consider then
\[ \beta_i = \frac{1}{2 \pi} \int_0^{\pi} \frac{\partial w}{\partial t_{1}} \, dr \sim \frac{1}{2 \pi} \int_0^{\pi} \frac{\partial w}{\partial t_{1}} \, dr \]
(65)

Hence
\[ \beta_1 = \frac{1}{2 \pi} \int_{x_1 \cos x}^{x_1 \cos x} \left( \frac{1}{1 + s^2} \right) ds \approx \frac{1}{2 \pi} \ln |e^{i \gamma} - 1| \]
(66)

\[ \beta_2 = \frac{1}{2 \pi} \int_{x_1 \cos x}^{x_1 \cos x} \left( \frac{1}{1 + s^2} \right) ds \approx \frac{1}{2 \pi} \tan^{-1} \left( \frac{x_1 \cos x}{x_1 \cos x} \right) \]
(67)

where it is observed that \( \beta_1 \) is unbounded as \( e \to 0 \) with non-zero finite part.

Similarly for \( i \neq j \)
\[ \beta_{ij} = \frac{1}{2 \pi} \int_0^{\pi} \frac{\partial w}{\partial t_{1}} \, dr \sim \frac{1}{2 \pi} \int_0^{\pi} \frac{\partial w}{\partial t_{1}} \, dr \]
(68)

Hence
\[ \beta_{12} = \beta_{21} = -\frac{1}{2 \pi} \int_{x_1 \cos x}^{x_1 \cos x} \left( \frac{1}{1 + s^2} \right) ds \]
(69)

and
\[ \beta_{11} = -\beta_{22} = \frac{1}{2 \pi} \int_0^{\pi} \frac{\partial w}{\partial t_{1}} \, dr \sim \frac{1}{2 \pi} \tan^{-1} \left( \frac{x_1 \cos x}{x_1 \cos x} \right) \]
(70)

Likewise
\[ \chi_{12} = \chi_{21} = \frac{1}{2 \pi} \int_0^{\pi} \frac{\partial w}{\partial t_{1}} \, dr \sim \frac{1}{2 \pi} \tan^{-1} \left( \frac{x_1 \cos x}{x_1 \cos x} \right) \]
(71)

and
\[ \chi_{11} = -\chi_{22} = \frac{1}{2 \pi} \int_0^{\pi} \frac{\partial w}{\partial t_{1}} \, dr \sim \frac{1}{2 \pi} \tan^{-1} \left( \frac{x_1 \cos x}{x_1 \cos x} \right) \]
(72)

Thus in summary the order one asymptotic terms are: \( -\beta_{12} = \beta_{21} = (\pi - \pi) / 2 \pi \), with singular contributions from \( \beta_1, \beta_2 \) and \( x_1 \) with non-zero finite parts limited to \( \beta_0 \).

8.4. Determination of corner free terms

Substitution of the asymptotic expansions into (59), (63) and (64) gives
\[ \frac{\partial u^d}{\partial x_1} \int_{x_1} \left[ n_{1} \frac{\partial w}{\partial t_{1}} (y_j - x_{j}) \frac{\partial^2 w}{\partial x_{1}^2} \right] \, dr \sim 2 \left[ x_{j1}^2 (x_{j2}^2 - x_{j1}^2 b_j) + x_{j2}^2 (x_{j1}^2 - x_{j2}^2 b_j) \right] \frac{\partial u^d}{\partial x_{1}} \]
(66)
9. Point limiting method at a curved corner

The analysis pertaining to Eq. (32) performed on a planar corner is applicable to a curved corner but the more singular integrand in Eq. (34) requires a higher order representation of the surfaces involved. With reference to Fig. 11 the element \( \hat{T}_c = \hat{T}_c^a \cup \hat{T}_c^b \) is approximated by the union spherical elements \( \hat{T}_c^{ab} \) and \( \hat{T}_c^{ba} \). Since Eq. (34) is path independent it is convenient to approach the corner point \( \mathbf{x}_d \) along the bisector \( \mathbf{d} = \mathbf{t}_f^d \). Consider integration over \( \hat{T}^{ab} \) and with reference to Fig. 10 it can be seen that

\[
r = \varepsilon \cdot d - (\kappa_0^a)^{-1}(1 - \cos \theta)d_k^a + (\kappa_0^a)^{-1}\sin \theta d_k^a
\]

and

\[
s_k^a = r \cdot t_f^d = \varepsilon \cdot \sin x + (\kappa_0^a)^{-1}(\cos \theta - 1), \quad s_k^a = r \cdot t_f^d = -\varepsilon \cdot \cos x + (\kappa_0^a)^{-1}\sin \theta, \quad \mathbf{n} \cdot t_f^d = \sin \theta, \quad \mathbf{n} \cdot t_f^d = \cos \theta \quad \text{and} \quad r^2 = s_k^a + \tilde{s}_k^a; \]

Eq. (34) for \( \mathbf{e}_i = t_f^d \) becomes

\[
\int_{\hat{T}_c^{ab}} \frac{\partial^2 W}{\partial n_t^d} d\Gamma = \int_{\hat{T}_c^{ab}} \left( \mathbf{n} \cdot t_f^d \frac{\partial^2 W}{\partial n^d_\Gamma} + \mathbf{n} \cdot t_f^d \frac{\partial^2 W}{\partial n^d_\Gamma} \right) d\Gamma
\]

Fig. 10. Free term as a function of half internal corner angle.

Fig. 11. Integration over a smooth boundary with local curvature \( \kappa_c \).

\[
= \frac{1}{2\kappa_c^2\pi} \int_0^{2\pi} \frac{2s_k^a \cos \theta + (s_k^a - \tilde{s}_k^a)\sin \theta}{(s_k^a + \tilde{s}_k^a)^2} d\theta
\]

and for \( \mathbf{e}_i = t_f^d \)

\[
\int_{\hat{T}_c^{ab}} \frac{\partial^2 W}{\partial n^d_\Gamma} d\Gamma = \frac{1}{2\kappa^2\pi} \int_0^{2\pi} \frac{2s_k^a \cos \theta - 2s_k^a \sin \theta}{(s_k^a + \tilde{s}_k^a)^2} d\theta
\]

Eqs. (86) and (87) are readily evaluated and have finite parts \((-\kappa_0^a + 2\sin x)/4\pi \) and \(\cos x/2\pi\), respectively. It follows on application of the coordinate transformation that:

\[
\int_{\hat{T}_c^{ab}} \frac{\partial^2 W}{\partial n^d_\Gamma} d\Gamma \rightarrow \frac{\chi_1^a}{4\pi} (\kappa_0^a - \kappa_0^a) = \sin \frac{x}{4\pi} (\kappa_0^a - \kappa_0^a)
\]

\[
\int_{\hat{T}_c^{ab}} \frac{\partial^2 W}{\partial n^d_\Gamma} d\Gamma \rightarrow \frac{\chi_1^a}{4\pi} (\kappa_0^a + \kappa_0^a - 4\sin x) = \frac{\chi_1^a}{4\pi} \cos x = \cos \frac{x}{4\pi} (\kappa_0^a + \kappa_0^a)
\]

which is consistent with the result for a smooth boundary, i.e., gives \( \frac{x}{2} = \pi/2 \) and \( \kappa_0^a = \kappa_0^a \).

10. The boundary limiting approach

The boundary limiting approach is an exclusion zone approach that involves sliding apportion of the boundary without shape distortion as depicted in Fig. 12. Shown in the figure is a corner with internal angle \(2\alpha\) and approach angle \(\beta\). The similarities with the point limiting approach are evident where in this case the boundary approaches the singularity whilst in the point limiting case the singularity approaches the boundary. If no contribution to the integrals from the side edges of length \(\varepsilon^i\) (achieved by specification of sufficiently high value of \(\gamma\)) then the boundary limiting approach can be expected to give identical results to the point limiting approach. Prior to examining the similarities in detail it is useful to obtain expressions using the circular exclusion zone.

10.1. Circular exclusion zone

Recall that the integrals of interest for an exclusion zone are defined in Eq. (15), i.e.

\[
\int_{\hat{T}_c} \frac{\partial^2 W}{\partial n^d_\Gamma} (\mathbf{x}_d) d\Gamma \quad \text{and} \quad u^f \int_{\hat{T}_c} \frac{\partial^2 W}{\partial n^d_\Gamma} (\mathbf{x}_d) d\Gamma
\]

(81)
where for convenience the nodal tangential derivatives are considered.

Note that for a circular exclusion zone or radius \( e \); i.e., with \( \partial w/\partial t^1 = \cos \theta / 2\pi e \) and \( \partial w/\partial t^2 = -\sin \theta / 2\pi e \) and \( \partial^2 w/\partial n^1 \partial t^1 = \cos \theta / 2\pi e^2 \) and \( \partial^2 w/\partial n^2 \partial t^2 = -\sin \theta / 2\pi e^2 \), where \( \theta \) is the angle measured between \( t^1 \) and \( r \). Since it is recognised that that curvature does not impact on the first integrals in Eq. (87) these can be evaluated in a straightforward manner, i.e.: 

\[
\int_{\Gamma} \frac{\partial w}{\partial t^1} n_1 - (y_1 - x_1^2) \frac{\partial^2 w}{\partial n^1 \partial t^1} \, d\Gamma = \int_{\Gamma} \left[ \frac{\cos \theta}{2\pi e} (-\cos \theta - \cos \theta) \right] d\theta = -\frac{1}{\pi} \int_{\Gamma} \frac{\cos \theta}{2\pi e^2} \sin \theta d\theta = -\frac{\pi}{\sin \theta} \pi 
\]

and 

\[
\int_{\Gamma} \frac{\partial w}{\partial t^2} n_2 - (y_2 - x_2^2) \frac{\partial^2 w}{\partial n^2 \partial t^2} \, d\Gamma = \int_{\Gamma} \left[ \frac{\cos \theta}{2\pi e} \frac{\sin \theta}{2\pi e^2} (-\cos \theta - \cos \theta) \right] d\theta = 0
\]

and 

\[
\int_{\Gamma} \frac{\partial \omega}{\partial t^2} n_2 - (y_2 - x_2^2) \frac{\partial^2 \omega}{\partial n^2 \partial t^2} \, d\Gamma = \int_{\Gamma} \left[ \frac{\cos \theta}{2\pi e} \frac{\sin \theta}{2\pi e^2} (-\cos \theta - \cos \theta) \right] d\theta = 0
\]

giving matching free terms to Eqs. (73) and (74) after accounting for the fact that the here the source point is external to the domain.

The evaluation of the free term for the integral on the right-hand side of Eq. (81) using the spherical method is more involved and discussed in detail in Ref. [7]. The solutions arrived at in Ref. [7] are 

\[
u \int_{\Gamma_2} \frac{\partial^2 w}{\partial \alpha^2} \, d\Gamma = \nu \int_{\Gamma_2} \left[ \frac{\cos \theta}{2\pi e^2} (\cos \theta - \cos \theta) \right] \, d\theta - \int_{\Gamma_2} \left[ \frac{\cos \theta}{2\pi e^2} (\cos \theta - \cos \theta) \right] \, d\theta \]

and 

\[
u \int_{\Gamma_2} \frac{\partial^2 w}{\partial \beta^2} \, d\Gamma = -\int_{\Gamma_2} \left[ \frac{\cos \theta}{2\pi e^2} (\cos \theta - \cos \theta) \right] \, d\theta - \int_{\Gamma_2} \left[ \frac{\cos \theta}{2\pi e^2} (\cos \theta - \cos \theta) \right] \, d\theta
\]

which match identically with results produced by the point-limiting method, i.e. Eqs. (79) and (80).

10.2. General concepts for the boundary limiting method

Consider next the boundary-limiting approach and the exclusion zone depicted in Fig. 12. i.e., \( \Gamma = \Gamma_{c}^l \cup \Gamma_{c}^r \cup \Gamma_{c}^{p} \cup \Gamma_{c}^{b} \), where focus here is on the integral \( \int_{\Gamma} g(x,y)d\Gamma(y) \). On \( \Gamma_{c}^l \cup \Gamma_{c}^r \) this integral can be contrasted with the point-limiting approach with an exterior point approaching in direction \( d \). The integral of interest in this case is \( \int_{\Gamma} g(x,y)d\Gamma(y) \) and if \( g(x,y) = g(z-x) \), then this is identical to \( \int_{\Gamma_{c}^l} g(x_{c},y_{c} + y) d\Gamma(z) \). Note that for \( z \in \Gamma_{c}^l \cup \Gamma_{c}^r \) the translation property gives \( y = y_{c} + y^i d \in \Gamma_{c}^l \cup \Gamma_{c}^{b} \) which implies that

\[
\int_{\Gamma_{c}^{p} \cup \Gamma_{c}^{b}} g(x_{c},y)d\Gamma(y) = \int_{\Gamma_{c}^{p} \cup \Gamma_{c}^{b}} g(x_{c} + y^i d,y)d\Gamma(y)
\]

confirming that any contribution arising on \( \Gamma_{c}^{p} \cup \Gamma_{c}^{b} \) for the boundary-limiting approach is identical to that obtained for the point-limiting approach.

For point limiting and boundary limiting approaches to provide identical results the contributions from the boundary \( \Gamma_{c}^{p} \cup \Gamma_{c}^{b} \) are required to be identically zero. Consider then the integral 

\[
\int_{\Gamma} g(x_{c},y)d\Gamma(y) \text{ and let } y_{c} = \{ y_{c} + t \cos \theta \} d, \text{ then } y = y_{c} + t \cos \theta \text{ d} \in \Gamma_{c}^{b} \text{ for } t \in [0,1] \text{ which substitution into the integral gives }
\]

\[
\int_{0}^{1} g(x_{c},y_{c} + t \cos \theta \text{ d} d \text{ dt} \leq \epsilon \text{ sup } \left| g(x_{c},y_{c} + t \cos \theta \text{ d} d \right|
\]

but following similar arguments deduced in Section 4 it is clear for \( \gamma > 1 \) that \( \left| x_{c} - (y_{c} + t \cos \theta \text{ d} d \right| = \epsilon \) and it follows that \( \text{sup}_{0 \leq \theta \leq \pi} \left| g(x_{c},y_{c} + t \cos \theta \text{ d} d \right| = 0 \), and it follows that \( \lim_{\epsilon \to 0} g(x_{c},y_{c} + t \cos \theta \text{ d} d \text{ dt} = 0 \). The following proposition immediately follows.

**Proposition 10.1.** For the conditions applicable in Corollary 4.1 and with the integrands involved satisfying \( g(x_{c},y) = g(z-x) \), then for a sufficiently high value of \( \gamma > 1 \) the point limiting and boundary limiting methods produce identical free terms.

11. Free terms for a strong variational method

Consider the application of boundary conditions \( \Pi \) on \( \Gamma_{u} \) and the normal derivative \( \Pi \) on \( \Gamma_{u} \). The normal solution to \( \nabla u = 0 \) satisfies the boundary conditions \( u = \Pi \) on \( \Gamma_{u} \) and \( \partial u/\partial n = \Pi \) almost everywhere. It is useful to make the distinction between functions defined on the boundary and those which are simply restrictions from an open domain. In the previous sections an internal boundary \( \Gamma_{l} \) is defined to reinforce the point that function restrictions are being applied. It is useful however to consider the implications on the integral equations, both singular and hypersingular, of applying boundary conditions. The applied boundary conditions are assumed here to be piecewise smooth on a Lipschitz continuous orientable boundary \( \Gamma_{l} \). It is recognised that the derivative of \( u(x) \) can be unbounded
for $x \in \Omega$ in the limit $x \rightarrow x_0$ where $x_0 \in \Gamma$ is a corner point. Similar concerns apply to point $x_0 \in \Gamma$ on a smooth boundary where a discontinuity is present in the boundary condition. These issues are noted but not considered further here as on the boundary the functions are assumed to be bounded and piecewise smooth.

One of the disadvantages of the exclusion approach in the determination of free terms is its inability to cater for mixed boundary conditions without recourse to the constitutive relationships. This arises because the vanishing exclusion zone is moved off the boundary where boundary conditions are undefined. This is not an issue for the point-limiting approach. However, prior to considering the issue involved is of interest to re-derive Eq. (17). Consider and exterior point with $x = x_d - u_0 d$ and observe that

\[
\int_{\Gamma} u \frac{\partial w}{\partial n} d\Gamma = \int_{\Gamma} u \frac{\partial w}{\partial n} d\Gamma + \int_{\Gamma} u \frac{\partial w}{\partial n} d\Gamma = \int_{\Gamma} \frac{\partial w}{\partial n} d\Gamma
\]
and similarly

\[
\int_{\Gamma} w \frac{\partial u}{\partial n} d\Gamma = \int_{\Gamma} w \frac{\partial u}{\partial n} d\Gamma + \int_{\Gamma} w \frac{\partial u}{\partial n} d\Gamma
\]

where it is clear that substitution of Eqs. (90) and (91) into Eq. (12) yields Eq. (16) on letting $e = 0$ gives (17).

Consider further the application of this more direct approach to

\[
\int_{\Gamma} u \frac{\partial w}{\partial n} d\Gamma + \int_{\Gamma} \frac{\partial w}{\partial n} d\Gamma = \int_{\Gamma} w \frac{\partial u}{\partial n} d\Gamma + \int_{\Gamma} w \frac{\partial u}{\partial n} d\Gamma
\]

which is essentially Eq. (12) with $\Gamma$ replacing $\Gamma$, where $q = \epsilon u / \partial n$. The following cases are of interest: $x_0 \in \Gamma_\omega \times x_0 \in \Gamma_\eta$ and $x_0 \in \Gamma_\omega \times \Gamma_\eta$, but attention here is restricted to the latter case. Much of the analysis presented thus far applies with approximations pertaining to a corner being applicable. Consider then $x_0 \in \Gamma_\omega \times \Gamma_\eta$ and assume $\Gamma_\omega \subset \Gamma_\omega$ and $\Gamma_\eta \subset \Gamma_\eta$; Eqs. (50)-(53) become

\[
\int_{\Gamma_\omega} \frac{\partial u}{\partial n} \left| \eta w_\omega \left( y_j - y_j^\eta \right) \frac{\partial w_\omega}{\partial n} \right| d\Gamma \sim q \int_{\Gamma_\omega} w_\omega d\Gamma - \int_{\Gamma_\omega} \frac{\partial u}{\partial n} d\Gamma
\]
and

\[
\int_{\Gamma_\eta} \frac{\partial u}{\partial n} \left| \eta w_\eta \left( y_j - y_j^\eta \right) \frac{\partial w_\eta}{\partial n} \right| d\Gamma \sim q \int_{\Gamma_\eta} w_\eta d\Gamma - \int_{\Gamma_\eta} \frac{\partial u}{\partial n} d\Gamma
\]
and

\[
\int_{\Gamma_\omega} u \frac{\partial w}{\partial n} d\Gamma \sim \int_{\Gamma_\omega} \frac{\partial u}{\partial n} d\Gamma + \int_{\Gamma_\omega} \frac{\partial w}{\partial n} d\Gamma
\]

\[
\int_{\Gamma_\eta} u \frac{\partial w}{\partial n} d\Gamma \sim \int_{\Gamma_\eta} \frac{\partial u}{\partial n} d\Gamma + \int_{\Gamma_\eta} \frac{\partial w}{\partial n} d\Gamma
\]

which can be incorporated into Eq. (17) to facilitate mixed boundary conditions.

It should be appreciated that discontinuous behaviour at points on the boundary is permitted by Corollary 4.1.

### 12. Direct determination of free terms

It is of interest to contrast the point limiting and spherical method against the direct method for some simple examples.

#### 12.1. Planar boundary with mixed boundary conditions

Consider the planar example depicted in Fig. 13 consisting of a point approaching the domain $[-1, 1]$. Consider first $x = x_d - h d$ and the integrals related to $\int_{-1}^1 \partial w / \partial t_1 dt_1$, where $s_2 = h, s_1 = t_1$ and $r^2 = s_2^2 + s_1^2$, i.e.,

\[
\int_{-1}^1 q \frac{\partial w}{\partial t_1} dt_1 = \frac{1}{2\pi} \int_{-1}^1 q \frac{s_1}{s_2^2 + s_1^2} dt_1 = \frac{q - q}{2\pi} \tan^{-1}(h^{-1})
\]

\[
\int_{-1}^1 q \frac{\partial w}{\partial t_1} dt_1 = \frac{q - q}{2\pi} \tan^{-1}(h^{-1}) - \tan^{-1}(z^{-1})
\]

and for $h = 0$

\[
\int_{-1}^1 q \frac{\partial w}{\partial t_1} dt_1 + \int_{-1}^1 q \frac{\partial w}{\partial t_1} dt_1 = \frac{q - q}{2\pi} [\ln(1) - \ln(0)]
\]

for $y > 1$ as required providing agreement between the point limiting and the direct method.

#### 12.2. A smooth boundary with constant curvature

Consider the circular boundary depicted in Fig. 14 and the integral $\int_{\Gamma} u \frac{\partial^2 w}{\partial r^2} dt_1$, where $u = u(\theta)$ is constant over $\Gamma$. With reference to Fig. 14 $s_2 = k(\cos \theta - 1) + h, s_1 = k \sin \theta$ and $r^2 = s_2^2 + s_1^2$; the integral becomes

\[
u u \int_{\Gamma} \frac{\partial^2 w}{\partial \theta^2} dt_1 = \int_{-\theta}^{\theta} \sin \theta \frac{\partial^2 w}{\partial \theta^2} \kappa^{-1} d\theta + \int_{-\theta}^{\theta} \cos \theta \frac{\partial^2 w}{\partial \theta^2} \kappa^{-1} d\theta
\]
In the limit $h \to 0$ with $\theta_1 = 1$ (say) Eq. (101) gives $-(2\pi k_c)^{-1} \cot(0.5)$. Similarly, performing the integral with $h = 0$ but on the integral domain $[-\pi/2, -\pi + \pi/2] \cup [\pi - \pi/2]$ and on letting $\varepsilon \to 0$ yields the identical finite part $-(2\pi k_c)^{-1} \cot(0.5)$. Thus no jump terms exist as predicted by the point limiting method Eq. (49).

12.3. Corner with curved surfaces

Consider the circular boundary with two distinct curvatures as depicted in Fig. 11 and the integral $\int_{\Gamma'} \psi d\Gamma$, where $\psi = \omega$. The integral of interest is essentially that given in Eq. (78) but considered here in two parts over a finite boundary, i.e.

$$\int_{\Gamma'} \psi d\Gamma = \frac{\kappa_{c}}{2\pi} \int_{0}^{\pi/2} \left( \frac{\sin \theta - \sin \theta}{\cos \theta} \right) d\theta$$

(102)

where $\theta_1 = \theta_2 = \pi/2$ (say) $\beta_2 = \sin \theta + (\kappa_{c}^{-1})^{-1} \cos (\theta - 1)$ and $\beta_1 = -\cos \theta + (\kappa_{c}^{-1})^{-1} \sin (\theta - 1)$. If $\beta_2 = \sin \theta + (\kappa_{c}^{-1})^{-1} \cos (\theta - 1)$ and $\beta_2 = -\cos \theta + (\kappa_{c}^{-1})^{-1} \sin (\theta - 1)$.

In the limit $h \to 0$ Eq. (102) gives

$$\int_{\Gamma'} \psi d\Gamma = \psi_{\beta_2} + \psi_{\beta_1} \frac{\kappa_{c}}{2\pi} \int_{0}^{\pi/2} \cos \alpha \sin \beta d\theta$$

(103)

Similarly, performing the integral with $h = 0$ but on the integral domain $[-\pi/2, -\pi + \pi/2] \cup [\pi - \pi/2]$ and on letting $\varepsilon \to 0$ yields

$$\int_{\Gamma'} \psi d\Gamma = \psi_{\beta_2} + \psi_{\beta_1} \frac{\kappa_{c}}{2\pi} \int_{0}^{\pi/2} \cos \alpha \sin \beta d\theta$$

(104)

The difference between Eq. (103) and (104) is identical to that predicted by Eq. (80).

13. Conclusions

This paper is concerned with two alternative approaches for the evaluation of free terms in hypersingular boundary integral equations. The point-limiting method involves a source point approaching a point centred on boundary interval, where the rate of approach is faster than the contraction rate of the interval. The boundary-limiting method is a vanishing exclusion zone method that involves moving a boundary interval into position at a faster rate than the interval contracts. The following conclusions can be drawn from the paper:

1. The point-limiting method and the boundary-limiting method provide consistent results.
2. The boundary and point-limiting methods can suffer from path dependency although if integrand g satisfies the identity $f_{\tau} g d\tau = 0$ for a closed boundary $\Gamma$, then the integrals involved are both path and shape independent.
3. The point and boundary-limiting methods have the advantage of requiring only asymptotic integral approximations on a shrinking boundary, thus avoiding the need for solutions in closed form.

(4) The point-limiting methods cater for mixed boundary conditions without need for reference to the constitutive equations.

Appendix I

This appendix is concerned with the evaluation of the integrals that appear on the right-hand side of Eqs. (43)–(45) using the point-limiting method. Of particular interest is an explicit demonstration of path independence. Consider the point $x$ approaching $x_0$, as depicted in Fig. 6 where the approach is at an angle $\beta$ to the surface normal. The radial vector $r = y - x_0$ is conveniently represented as $s_1 = t_1 + s_2 t_2$, where $s_1 = \omega \cos \alpha \sin \beta$ and $s_2 = \omega \cos \beta$. Note that $r^2 = s_1^2 + s_2^2 + s_1^2 t_2^2$ and $s_1 = \omega \cos \beta$. This result matches that of Eq. (43) and explicitly confirms the right-hand side of Eq. (43) yields 0.5.

This result matches that of Eq. (43) and explicitly confirms the path independency of the limit. In a similar fashion

$$\int_{\Gamma} \frac{\partial \psi}{\partial \text{c} \text{c} \text{c}} \psi d\Gamma = \frac{1}{2\pi} \int_{\Gamma} \frac{\partial \psi}{\partial \text{c} \text{c} \text{c}} \psi d\Gamma$$

(11)

where for $\gamma > 1$, in the limit $\varepsilon \to 0$, the upper and lower limits behave like $\omega^{-\gamma} \cos \beta$ and $\omega^{-\gamma} \cos \beta$, and since $\cos \beta > 0$ the right-hand side of Eq. (43) yields 0.5.

Repeating the process for the integral in Eq. (45) gives

$$\int_{\Gamma} \frac{\partial \psi}{\partial \text{c} \text{c} \text{c}} \psi d\Gamma = \frac{1}{2\pi} \int_{\Gamma} \frac{\partial \psi}{\partial \text{c} \text{c} \text{c}} \psi d\Gamma$$

(12)

where for $\gamma > 1$, in the limit $\varepsilon \to 0$, the right-hand side of Eq. (44) yields $-0.5$ in agreement with Eq. (44).

Appendix II

This appendix is concerned with the evaluation of the integrals that appear on the right-hand side of Eqs. (59), (62)–(64) using the point-limiting method. It is readily confirmed that Eqs. (59) and (63) are path dependent, so of particular interest here are Eqs. (62) or (64) as path dependence is uncertain.

Consider the point $x_0$ approaching $x_0$ as depicted in Fig. 9 where the approach is at an angle $\beta$ to the surface nodal normal. The radial vector $r = y - x_0$ is conveniently represented as $r = s_1 t_1 + s_2 t_2$, where $s_1 = \omega \cos \alpha \sin \beta$, $s_2 = \omega \cos \alpha \sin \beta$, $s_1 = t_1 - \omega \cos \alpha \sin \beta$, and $s_1 = \omega \cos \beta$. This result matches that of Eq. (43) and explicitly confirms the right-hand side of Eq. (13) tends to zero in agreement to Eq. (45).
The integrals of interest in Eqs. (62) and (64) are

\[ \chi^{(2)}_{12} = \int_{I^{+}} \int_{\partial \Omega^{+}} \frac{\partial w}{\partial \vec{t}_{2}^{+}} \frac{\partial w}{\partial \vec{t}_{1}^{+}} d\Gamma^{+} = \frac{1}{2\pi} \int_{0}^{\gamma} \int_{0}^{\gamma} (\gamma_{1}^2 - \gamma_{2}^2) \frac{d\gamma_1}{r^2} d\gamma_2 \sim -\frac{\cos(\gamma - \beta)}{2\pi} e^{-\gamma} \]  

(II1)

\[ \chi^{(2)}_{12} = \int_{I^{+}} \int_{\partial \Omega^{+}} \frac{\partial w}{\partial \vec{t}_{2}^{+}} \frac{\partial w}{\partial \vec{t}_{1}^{+}} d\Gamma^{+} = \frac{1}{2\pi} \int_{0}^{\gamma} \int_{0}^{\gamma} (\gamma_{1}^2 - \gamma_{2}^2) \frac{d\gamma_1}{r^2} d\gamma_2 \sim -\frac{\cos(\gamma + \beta)}{2\pi} e^{-\gamma} \]  

(II2)

\[ \chi^{(2)}_{21} = \int_{I^{-}} \int_{\partial \Omega^{-}} \frac{\partial w}{\partial \vec{t}_{2}^{-}} \frac{\partial w}{\partial \vec{t}_{1}^{-}} d\Gamma^{-} = -\frac{1}{\pi} \int_{0}^{\gamma} \int_{0}^{\gamma} \frac{d\gamma_1}{r^2} d\gamma_2 \sim -\frac{\sin(\gamma - \beta)}{\pi} e^{-\gamma} \]  

(II3)

\[ \chi^{(2)}_{21} = \int_{I^{-}} \int_{\partial \Omega^{-}} \frac{\partial w}{\partial \vec{t}_{2}^{-}} \frac{\partial w}{\partial \vec{t}_{1}^{-}} d\Gamma^{-} = -\frac{1}{\pi} \int_{0}^{\gamma} \int_{0}^{\gamma} \frac{d\gamma_1}{r^2} d\gamma_2 \sim -\frac{\sin(\gamma + \beta)}{\pi} e^{-\gamma} \]  

(II4)

The coefficient in Eq. (62) is \( \chi_{ij}^{(1)}(\chi_{ij}^{(2)} - \chi_{ij}^{(2)}) \) and observe that

\[ \chi_{ij}^{(1)}(\chi_{ij}^{(2)} - \chi_{ij}^{(2)}) \sim \frac{e^{-\gamma}}{2\pi} (\sin \gamma \sin(\gamma - \beta) - \sin \gamma \sin(\gamma + \beta) + \cos \gamma \cos(\gamma - \beta) - \cos \gamma \cos(\gamma + \beta)) \]

\[ = -\frac{e^{-\gamma}}{\pi} (\cos \gamma \cos \gamma \beta - \cos \gamma \cos \gamma \beta) = 0 \]  

(II8)

which is independent of \( \beta \).

Similarly the coefficient in Eq. (64) is \( \chi_{ij}^{(2)}(\chi_{ij}^{(2)} + \chi_{ij}^{(2)}) \) and observe that

\[ \chi_{ij}^{(2)}(\chi_{ij}^{(2)} + \chi_{ij}^{(2)}) \sim \frac{e^{-\gamma}}{2\pi} (\cos \gamma \sin(\gamma - \beta) + \cos \gamma \sin(\gamma + \beta) - \sin \gamma \cos(\gamma - \beta) - \sin \gamma \cos(\gamma + \beta)) \]

\[ = \frac{e^{-\gamma}}{\pi} (\cos \gamma \sin \gamma \cos \beta - \sin \gamma \cos \gamma \cos \beta) = 0 \]  

(II11)

which is again independent of \( \beta \) and hence confirming path independence.
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