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a b s t r a c t 

In this paper we consider Trefftz methods which are based on functions defined by single layer or double layer 
potentials, integrals of the fundamental solution, or their normal derivative, on cracks. These functions are called 
cracklets , and satisfy the partial differential equation, as long as the crack support is not placed inside the domain. 
A boundary element method (BEM) interpretation is to consider these cracks as elements of the original boundary, 
in a direct BEM approach, or elements of an artificial boundary, in an indirect BEM approach. In this paper we 
consider the cracklets just as basis functions in Trefftz methods, as the method of fundamental solutions (MFS). We 
focus on the 2D Laplace equation, and establish some comparisons and connections between these methods with 
cracklets and standard approaches like the BEM, indirect BEM, and the MFS. Namely, we propose the enrichment 
of the MFS basis with the cracklets. Several numerical simulations are presented to test the performance of the 
methods, in particular comparing the results with the MFS and the BEM. 
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. Introduction 

The solution of boundary value problems (BVP) for partial differen-
ial equations (PDEs) benefits from the fact that for homogeneous linear
DEs, it is possible to write them as a linear combination of basis func-
ions that satisfy the PDE, reducing the BVP to the fitting of the bound-
ry conditions. This is a general context of the Trefftz methods in its
ifferent variants (e.g. [20] ), and it has the advantage that no meshing
rocedure is needed for the domain. 

The Boundary Element Method (BEM) has also a long history of ap-
lication (e.g. [12] ) and it may be included in the class of Trefftz meth-
ds, as it relies on boundary potentials that are solutions of the PDE
nside the domain. The indirect BEM (IBEM) is another Trefftz variant,
here the boundary potentials are considered on some artificial bound-
ry surrounding the original one. The use of an artificial boundary is
lso the context of application of another Trefftz method - the method
f fundamental solutions (MFS), no longer with boundary potentials,
ut simply as the location of point sources, i.e. fundamental solutions
entered on source points, that are located on some artificial boundary
e.g. [2,13,14] ). 

A connection between some of these approaches was already pointed
ut in [10] , and in this paper we explore this known connection further,
sing the concept of cracklets (e.g. [1] ). Since the single and double layer
otentials are defined on a boundary, which is decomposed in multiple
oundary elements, we consider the elements of the boundary them-
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elves to be cracks (or screens), and the cracklets are therefore defined
s single or double layers over the support of a crack. If the boundary
lements are seen as the union of cracks, then the BEM formulation may
e understood with the use of cracklets on the boundary, and the IBEM
ormulation with the use of cracklets on some artificial domain. 

However since these cracklets are themselves solutions of the PDE,
ith an appropriate behavior at infinity, they might be understood as
 Trefftz basis, and we propose that they may be used with no direct
onnection to a boundary (artificial or original). In Section 3.5 we prove
 density theorem and its corollary that justifies the completeness of this
et of basis functions. 

As in the MFS, a good location for the support of the cracklets, is an
ssue of current research (cf. [2,8,22] ), and we either considered a stan-
ard approach using boundary dilation, like in the IBEM, or used a MFS
hoice as proposed in [2] , or even considered cracklets on the original
oundary as in the BEM, as was proposed in [5] to tackle difficulties in
he approximation of discontinuous functions. In particular, to avoid the
ibbs oscillations when approximating discontinuous boundary condi-

ions (e.g. [16] ). 
Several different methods have been considered to avoid the sin-

ularities associated with the fundamental solutions and allowing di-
ect collocation on the boundary, such as the boundary knot method
15] , the regularized meshless method [23] , the modified method of
undamental solutions [21] , or the singular boundary method [11] . In
ection 3.7 we emphasize that when the solution does not have an
l.pt (N.F.M. Martins), ssv@math.ist.utl.pt (S.S. Valtchev). 

https://doi.org/10.1016/j.enganabound.2018.06.021
http://www.ScienceDirect.com
http://www.elsevier.com/locate/enganabound
http://crossmark.crossref.org/dialog/?doi=10.1016/j.enganabound.2018.06.021&domain=pdf
mailto:carlos.alves@math.tecnico.ulisboa.pt
mailto:nfm@fct.unl.pt
mailto:ssv@math.ist.utl.pt
https://doi.org/10.1016/j.enganabound.2018.06.021


C.J.S. Alves et al. Engineering Analysis with Boundary Elements 95 (2018) 93–104 

a  

m  

c  

e  

e  

w  

m  

fi  

i  

[  

s
 

a  

i  

c  

[  

l  

a  

c
 

i  

s  

e  

t  

i

2

 

m

(  

w  

a
 

o

Φ  

a  

p
 

a

  

  

w  

𝛽  

n  

s

R  

m  

t

  

w  

r  

(
 

a  

(  

t

2

 

e

∫  

∫  

R

  

w  

t  


𝜏  

R  

n  

x

𝒏  

𝒏  

w



T  

i

2

 

r

 

fi
a

 

t
 

u

𝛾  

w

  

u  

p
 

l

𝐾  

l

nalytic extension that goes beyond the analytic support of the approxi-
ation, the results will become worse. In fact it is known [7,18] that we

an get exponential convergence of the MFS, as long as the solutions are
ntire, but the rate of convergence decreases fast, if the solutions do not
xtend analitically beyond the analytic support of the approximation,
hich is determined by the artificial boundary. In this sense the Trefftz
ethod with cracklets proposed here is not attached to a specific arti-
cial boundary as in an indirect boundary integral equation method. It

nherits the ill conditioning of the inversion of compact operators (e.g.
19] ), and these methods have been used to solve inverse problems,
haring the need of some regularization techniques (e.g. [4,17] ). 

The cracklets are here considered not only as a Trefftz method, but
lso as an enrichment technique for the MFS, for instance as proposed
n [3,5,6] , or to serve as a link between the MFS and the BEM. Re-
ently, the method of angular basis functions (MABF) was proposed in
24,25] which considers double layer solutions, that are linked to angu-
ar measurements in the case of the Laplace equation. These functions
re also considered in the fast implementation of BEM (e.g. [9] ) and
orrespond to double layer cracklets. 

In Section 2 we briefly recall the notions of layer potentials, and
n Section 3 we consider the cracklet Trefftz method, as proposed for
ingle and double layer potentials, but reduced to constant densities, and
stablish the main mathematical result that proves the completeness of
he method. Finally in Section 4 we present numerical simulations that
llustrate the performance of the different approaches. 

. Single and double layer potentials 

This work will focus on harmonic boundary value problems, but it
ay be extended to problems such as 

 𝑃 ) 
{  𝑢 = 0 , in Ω
 𝑢 = 𝑔, on Γ = 𝜕Ω (1)

here a fundamental solution Φ of the differential operator  is avail-
ble. 

In this paper, for simplicity, we assume  = Δ to be the 2D Laplace
perator, with fundamental solution given by 

( 𝑥 ) = 

1 
2 𝜋

log ||𝑥 ||, (2)

nd when  is the identity operator, ( P ) is a Dirichlet boundary value
roblem, with unique solution u ∈H 

1 ( Ω), for a given g ∈H 

1/2 ( Γ). 
The corresponding single layer or double layer potentials (e.g. [19] )

re respectively represented by  𝛾 and  𝛾 , 

 𝛾𝛼( 𝑥 ) = ∫𝛾 Φ( 𝑥 − 𝑦 ) 𝛼( 𝑦 ) 𝑑𝑠 𝑦 (3)

 𝛾𝛽( 𝑥 ) = ∫𝛾 𝜕 𝒏 𝑦 Φ( 𝑥 − 𝑦 ) 𝛽( 𝑦 ) 𝑑𝑠 𝑦 (4)

here 𝛾 is a boundary that may coincide with Γ, 𝛼 ∈ 𝐻 

−1∕2 ( 𝛾) and
∈H 

1/2 ( 𝛾) are unknown densities. Moreover, 𝜕 𝒏 = ∇ ⋅ 𝒏 represents the
ormal derivative (we write 𝜕 𝒏 𝑦 to be clear that the gradient is with re-
pect to the y variable). 

emark 2.1. These layer potentials are defined for x ∉ 𝛾, and trace for-
ulas may be obtained when x ∈Ω→ x 𝛾 ∈ 𝛾 (along the normal direc-

ion), 

 𝛾𝛼( 𝑥 ) →  ⨏𝛼( 𝑥 𝛾 ) ,  ⨏𝛽( 𝑥 ) → ( 𝜏 +  𝛾 ) 𝛽( 𝑥 𝛾 ) (5)

here the expressions for  ⨏ and  𝛾 are the same as for  𝛾 and  𝛾 ,

espectively, but now with x 𝛾 ∈Γ, thus implying the definition of a
weakly) singular integral operator. 

The parameter 𝜏( 𝑥 𝛾 ) = 

1 
2 for all regular boundary points, but if x 𝛾 is

 corner point, then 𝜏( 𝑥 𝛾 ) = 

𝜃

2 𝜋 , where 𝜃 represents the internal angle

from 0 to 2 𝜋). Taking the trace from the exterior domain, with 𝑥 ∉ Ω̄,

hen 𝜏 has negative sign, corresponding to the external angle.   

94 
.1. Integral equations 

To find the unknown densities we consider the first kind integral
quations when x ∈Γ, and Γ≠ 𝛾. 

(i) Using the single layer potential,  𝛾𝛼( 𝑥 ) = 𝑔( 𝑥 ) , for x ∈Γ, i.e. 

𝛾

Φ( 𝑥 − 𝑦 ) 𝛼( 𝑦 ) 𝑑𝑠 𝑦 = 𝑔 ( 𝑥 ) . (6)

(ii) Using the double layer potential,  𝛾𝛽( 𝑥 ) = 𝑔( 𝑥 ) , for x ∈Γ, i.e. 

𝛾

𝜕 𝒏 𝑦 
Φ( 𝑥 − 𝑦 ) 𝛽( 𝑦 ) 𝑑𝑠 𝑦 = 𝑔( 𝑥 ) . (7)

emark 2.2. When Γ = 𝛾, we obtain 

𝛼( 𝑥 ) = 𝑔( 𝑥 ) , (8)

hich is also a first kind integral equation on Γ, but a second kind in-
egral equation is obtained for the double layer potential, since ( 𝜏 +
 ) 𝛽( 𝑥 ) = 𝑔( 𝑥 ) , which means 

( 𝑥 ) 𝛽( 𝑥 ) + ∫Γ 𝜕 𝒏 𝑦 Φ( 𝑥 − 𝑦 ) 𝛽( 𝑦 ) 𝑑𝑠 𝑦 = 𝑔( 𝑥 ) . (9)

emark 2.3. In the case of Neumann boundary conditions, the in-
er normal trace of the single and double layer potentials gives, when
 ∈Ω→ x 𝛾 ∈ 𝛾 (along the normal direction), 

 ( 𝑥 𝛾 ) ⋅ ∇  𝛾𝛼( 𝑥 ) → (− 𝜏 +  

′
𝛾
) 𝛼( 𝑥 𝛾 ) (10)

 ( 𝑥 𝛾 ) ⋅ ∇  𝛾 𝛽( 𝑥 ) →  𝛾𝛽( 𝑥 𝛾 ) (11)

ith 

 

′
𝛾
𝛼( 𝑥 𝛾 ) = ∫𝛾 𝜕 𝒏 𝑥 Φ( 𝑥 𝛾 − 𝑦 ) 𝛼( 𝑦 ) 𝑑𝑠 𝑦 and 

 𝛾𝛽( 𝑥 𝛾 ) = ∫𝛾 𝜕 𝒏 𝑥 𝜕 𝒏 𝑦 Φ( 𝑥 𝛾 − 𝑦 ) 𝛽( 𝑦 ) 𝑑𝑠 𝑦 . 

he operator  𝛾 presents then a singular integration which is understood
n the sense of the Cauchy principal value. 

.2. Direct and indirect boundary element approach 

Consider the boundary element method in its two variants – the di-
ect the and indirect approach. 

(i) In the BEM, Eq. (8) or (9) are considered, taking 𝛾 = Γ. 
(ii) In the IBEM, Eq. (6) or (7) are considered, with 𝛾 being an arti-

cial boundary surrounding the original Γ. That is, we may take 𝜔 ⊃ Ω̄
nd 𝛾 = 𝜕𝜔. 

The integral equation (9) is of the second kind, it is better condi-
ioned and usually preferred to the first kind integral equation (8) . 

The discretization of the integral operators on 𝛾, equal or not to Γ,
sually consists in splitting that boundary into boundary elements 

= 𝛾1 ∪⋯ ∪ 𝛾𝑁 

(12)

hich may reproduce or approximate the full boundary. Thus, 

 𝛽( 𝑥 ) = 

𝑁 ∑
𝑛 =1 

∫𝛾𝑛 𝜕 𝒏 𝑦 Φ( 𝑥 − 𝑦 ) 𝛽𝑛 ( 𝑦 ) 𝑑𝑠 𝑦 (13)

sing local densities 𝛽𝑛 = 𝛽|Γ𝑛 and, for example, a trigonometric or a
ower series expansion, 𝛽𝑛 ( 𝑠 ) = 𝛽𝑛, 0 + 𝛽𝑛, 1 𝑠 + 𝛽𝑛, 2 𝑠 

2 + ⋯ 

In the simplest situation 𝛽n ≅𝛽n , 0 are constant terms, and the calcu-
ation resumes to the evaluation of 

 𝑛 ( 𝑥 ) = ∫𝛾𝑛 𝜕 𝒏 𝑦 Φ( 𝑥 − 𝑦 ) 𝑑𝑠 𝑦 (14)

eading to the approximation 

 𝛽( 𝑥 ) ≈
𝑁 ∑
𝑛 =1 

𝛽𝑛 𝐾 𝑛 ( 𝑥 ) . (15)
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sing the boundary condition ( 𝜏 +  ) 𝛽( 𝑥 𝑘 ) = 𝑔( 𝑥 𝑘 ) for points x k ∈Γ,
e get the following linear system 

𝑁 

𝑛 =1 

(
𝜏( 𝑥 𝑘 ) 𝐼 𝑛 ( 𝑥 𝑘 ) + 𝐾 𝑛 ( 𝑥 𝑘 ) 

)
𝛽𝑛 = 𝑔( 𝑥 𝑘 ) , (16)

here 𝐼 𝑛 ( 𝑥 𝑘 ) = 𝛿𝑛𝑘 = 

{ 

1 , if 𝑥 𝑘 ∈ 𝛾𝑛 , 

0 , if 𝑥 𝑘 ∉ 𝛾𝑛 , 
. In this case, the discretized solu-

ion is given by 

 ( 𝑥 ) =  𝛽( 𝑥 ) ≈
𝑁 ∑
𝑛 =1 

𝐾 𝑛 ( 𝑥 ) 𝛽𝑛 (17)

or x ∈Ω. 
The difference between the direct and indirect approach consists in

aking 𝛾n on Γ (direct BEM) or on the artificial boundary 𝛾 (indirect
EM), taking into account that in the indirect approach, the discretized
oundary equation (16) is considered with 𝜏 ≡0. 

Advantages and disadvantages. A clear advantage of the BEM with the
ouble layer approach is that it leads to a second kind integral equation,
voiding ill conditioning problems. But, on the other hand, the approx-
mation on the boundary reflects the approximation being taken on 𝛽. 

In the simplest situation, while considering an approximation by
iecewise constant densities, the approximation on the boundary will
e affected by the discontinuous approximation of the density, and this
s not suited for more regular boundary conditions, as a better approxi-
ation requires more basis functions and a larger system. 

On the other hand, the indirect approach may lead to an analytic ap-
roximation of the boundary condition, but this might be inconvenient
or discontinuous boundary conditions. Moreover it leads to ill condi-
ioned systems, and the major problem is that it defines an extension of
he solution outside Ω. 

This is the same problem that may occur with the MFS, while taking
n artificial boundary 𝛾 = 𝜕𝜔. Thus, we will proceed in the same direc-
ion, proposing a Trefftz method with cracklets placed outside Ω, as is
one with point sources in the MFS. 

. A Trefftz method with cracklet functions 

We will consider as basis functions for the Trefftz method, the crack-

et functions as they will be defined entirely by the crack location 𝛾n 

utside Ω. In the limit, if we consider these cracks to be located on
he boundary Γ, we get the same approach as in the boundary element
ethod. 

.1. Double layer cracklets 

We start with the double layer cracklets, because their expression is
impler. In fact, we define the cracklets K by 

( 𝛾𝑛 )( 𝑥 ) = ∫𝛾𝑛 𝜕 𝒏 𝑦 Φ( 𝑥 − 𝑦 ) 𝑑𝑠 𝑦 , (18)

nd this calculation may be reduced to a reference linear crack 𝛾𝜀 =
0 , 𝜀 ] × {0} , by a rigid transformation 𝛾𝑛 = 𝑎 𝑛 + 𝑄𝛾𝜀 , when 𝛾n is a linear
rack, with Q being a rotation matrix, and 𝜀 = |𝛾𝑛 | being the length of
he cracklet. 

For the Laplace equation in 2D, 

( 𝛾𝜀 )( 𝑥 ) = 

1 
2 𝜋

( 

arctan 
( 

𝜀 − 𝑥 1 
𝑥 2 

) 

+ arctan 
( 

𝑥 1 
𝑥 2 

) ) 

(19)

emark 3.1. Considering the complex Argand plane, K may be written
s (e.g. [9] ) 

 ( 𝛾)( 𝑧 ) = 

1 
2 𝜋

( arg ( 𝑏 − 𝑧 ) − arg ( 𝑎 − 𝑧 )) , (20)

or a line crack 𝛾 = [ 𝑎, 𝑏 ] , where 𝑎, 𝑏, 𝑧 ∈ ℂ . 

In Fig. 1 we present the cracklet function 𝑢 = 𝐾( 𝛾𝜀 ) with 𝜀 = 1 ,
hich presents a discontinuity with a jump [ 𝑢 ] = 𝑢 − − 𝑢 + = 1 . On the
ther hand, the normal derivative is continuous across the crack, that is

 𝜕 𝑛 𝑢 ] = 0 . 𝐾

95 
.2. Single layer cracklets 

In this case, we define the cracklets S by 

( 𝛾𝑛 )( 𝑥 ) = ∫𝛾𝑛 Φ( 𝑥 − 𝑦 ) 𝑑𝑠 𝑦 , (21)

nd this calculation may again be reduced to a reference linear crack

𝜀 = [0 , 𝜀 ] × {0} , by the same rigid transformation 𝛾𝑛 = 𝑎 𝑛 + 𝑄𝛾𝜀 . 

For the Laplace equation in 2D, 

( 𝛾𝜀 )( 𝑥 ) = 

𝜀 

2 𝜋
− 𝑥 2 𝐾( 𝛾𝜀 )( 𝑥 ) + 

𝑥 1 − 𝜀 

2 𝜋
log ( ||𝑥 − ( 𝜀, 0) ||) − 

𝑥 1 
2 𝜋

log ( ||𝑥 ||) . 
(22) 

In Fig. 1 we present the cracklet function 𝑣 = 𝑆( 𝛾𝜀 ) with 𝜀 = 1 . In this
ase the function is continuous across the crack [ 𝑣 ] = 0 , and if fact when
 ∈ 𝛾𝜀 

 ( 𝑥 ) = 𝑆( 𝛾𝜀 )( 𝑥 ) = 

𝜀 

2 𝜋
+ 

𝑥 1 − 𝜀 

2 𝜋
log |𝑥 1 − 𝜀 | − 

𝑥 1 
2 𝜋

log |𝑥 1 |
nd 𝑣 ( 𝑥 ) = 

𝜀 

2 𝜋 on both tips of the crack. A jump appears only on the
ormal derivative through 𝛾𝜀 . 

emark 3.2. We are only considering here the simplest cracklets, with
onstant density, but it is clear that we could also consider more complex
racklets (cf. [5] ) using, for instance, polynomial densities up to degree
 , with 

 𝑝 ( 𝛾𝑛 )( 𝑥 ) = ∫𝛾𝑛 Φ( 𝑥 − 𝑦 ) 𝑦 𝑝 𝑑𝑠 𝑦 and 𝐾 𝑝 ( 𝛾𝑛 )( 𝑥 ) = ∫𝛾𝑛 𝜕 𝒏 𝑦 Φ( 𝑥 − 𝑦 ) 𝑦 𝑝 𝑑𝑠 𝑦 . 

(23) 

.3. Trefftz methods with cracklets 

We do not require that the union of the cracks 𝛾1 ∪⋯ ∪ 𝛾𝑁 

forms a
losed boundary. 

Taking 𝛾n outside Ω, each cracklet K ( 𝛾n ) or S ( 𝛾n ) is a solution of the
DE in Ω. We do not exclude that 𝛾n ⊂Γ, and in that case, the cracklet
ay be understood as a boundary element. 

Therefore a linear combination of these particular solutions gives
lso a solution of the PDE. 

(i) Using cracklets K, the approximation will be 

 𝑁 

( 𝑥 ) = 

𝑁 ∑
𝑛 =1 

𝛽𝑛 𝐾( 𝛾𝑛 )( 𝑥 ) , (24)

alculating 𝛽n from the system 

𝐾( 𝛾𝑛 )( 𝑥 − 𝑚 ) 
][
𝛽𝑛 

]
= 

[
𝑔( 𝑥 𝑚 ) 

]
, (25) 

here x m 

∈Γ, are collocation points. 

emark 3.3. It is important to notice that we write 𝑥 − 
𝑚 
= 𝑥 𝑚 − 𝜀 𝒏 ( 𝑥 𝑚 ) ,

ith 𝜀 → 0 + , to include the case when 𝛾n ⊂Γ. Taking into account the
race formula (9) , system (25) resumes to 

1 
2 
𝛿𝑛𝑚 + 𝐾( 𝛾𝑛 )( 𝑥 𝑚 ) 

][
𝛽𝑛 

]
= 

[
𝑔( 𝑥 𝑚 ) 

]
. (26) 

(ii) Using cracklets S, it is similar, as the approximation will be 

 𝑁 

( 𝑥 ) = 

𝑁 ∑
𝑛 =1 

𝛼𝑛 𝑆( 𝛾𝑛 )( 𝑥 ) , (27)

alculating 𝛼n from the system 

𝑆( 𝛾𝑛 )( 𝑥 𝑚 ) 
][
𝛼𝑛 

]
= 

[
𝑔( 𝑥 𝑚 ) 

]
. (28) 

xample 3.4. In the simplest situation, we may consider the domain to
e a square Ω = (−1 , 1) 2 , and double layer cracklets on the four edges of
he square, 𝜕Ω = 𝛾1 ∪ 𝛾2 ∪ 𝛾3 ∪ 𝛾4 . 

In this example we are using a direct BEM method, and we may use
he middle points on each edge to collocate and get the system. Using
he complex notation we get 

( 𝛾𝑛 )( 𝑧 ) = 

1 
2 𝜋

( arg ( 𝑞 𝑛 +1 − 𝑧 ) − arg ( 𝑞 𝑛 − 𝑧 )) , 
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Fig. 1. Cracklets for the double layer potential ( K ( 𝛾𝜀 ) on the left picture), and for the single layer potential ( S ( 𝛾𝜀 ) on the right picture), with 𝜀 = 1 . 

Fig. 2. Example 1. On the left, approximation of the maximum error with 𝑁 = 4 cracklets for 𝑔( 𝑧 ) = 𝑧, decreasing with larger distance to the boundary. On the right, 
the same experiment with 𝑁 = 32 , for 𝑔( 𝑧 ) = 𝑧 𝑝 , taking the average of the maximum errors for 𝑝 = 0 , … , 8 , here presented in log 10 scale. 
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d  
sing 𝑞 1 , … , 𝑞 4 as the complex coordinates for the vertices, and assuming
 5 = 𝑞 1 . This leads to the matrix 

 𝑚𝑛 = 𝐾( 𝛾𝑛 )( 𝑧 𝑚 ) = 

1 
2 𝜋

(
arg 

(
𝑞 𝑛 +1 − 𝑧 𝑚 

)
− arg 

(
𝑞 𝑛 − 𝑧 𝑚 

))
. 

aking as collocation points 𝑧 𝑚 = 

1 
2 ( 𝑞 𝑚 + 𝑞 𝑚 +1 ) , the system resumes to

e 

 

 

 

 

 

 

1 
2 
𝑰 + 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
0 𝑐 𝑡 𝑐 

𝑐 0 𝑐 𝑡 

𝑡 𝑐 0 𝑐 

𝑐 𝑡 𝑐 0 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
𝛽1 
𝛽2 
𝛽3 
𝛽4 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
= 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
1 
2 𝑐 𝑡 𝑐 

𝑐 
1 
2 𝑐 𝑡 

𝑡 𝑐 
1 
2 𝑐 

𝑐 𝑡 𝑐 
1 
2 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
𝛽1 
𝛽2 
𝛽3 
𝛽4 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
= 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
𝑔 1 
𝑔 2 
𝑔 3 
𝑔 4 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
here 𝑐 = 

1−2 𝑡 
4 , 𝑡 = 

1 
2 − 

arc tan (2) 
𝜋

= 0 . 147584 .., and 𝑔 𝑚 = 𝑔( 𝑧 𝑚 ) . 
When 𝑔( 𝑧 ) = 1 , and since 2 𝑐 + 𝑡 = 

1 
2 , the solution is 𝛽1 = ⋯ = 𝛽4 = 1 ,

herefore 

 ( 𝑧 ) = 

4 ∑
𝑛 =1 

𝐾( 𝛾𝑛 )( 𝑧 ) = 

4 ∑
𝑛 =1 

1 
2 𝜋

( arg ( 𝑞 𝑛 +1 − 𝑧 ) − arg ( 𝑞 𝑛 − 𝑧 )) 

= 

1 
2 𝜋

(
arg ( 𝑞 5 − 𝑧 ) − arg ( 𝑞 1 − 𝑧 ) 

)
. 

ince 𝑞 5 = 𝑞 1 , for points z outside the square, the argument does not
ump and 𝑢 ( 𝑧 ) = 0 , but for points z inside the square the argument rotates
y 2 𝜋, and 𝑢 ( 𝑧 ) = 1 , giving the exact solution inside the square. In fact,
hile using the argument function or arctangent, some attention must
e given to the implementation. 

A similar result can be obtained for a larger square Ω̂ = (− 𝑎, 𝑎 ) 2 with
 > 1, giving the same exact solution for the indirect BEM, although for
 different matrix with diagonal entries 𝑀 𝑗𝑗 = 

1 
𝜋
arctan ( 𝑎 

𝑎 −1 ) . 
However, for 𝑔( 𝑧 ) = 𝑧 it is clear that the approximation does no

onger yield an exact result. Moreover, the best result is not given with
he cracklets on the original boundary. The error converges to zero as
he distance of the artificial boundary goes from zero to infinity. When
he distance is zero, and the boundaries coincide, the maximum error
s 0.65, and when the distance is 10 it is only 5 . 81 × 10 −3 (see Fig. 2 ,
96 
n the left). Moreover, using 𝑁 = 8 cracklets (two on each edge), the
aximum error decreases from 0.357.. to 1 . 84 × 10 −5 , and with 𝑁 = 16

he maximum error decreases from 0.21 to 8 . 51 × 10 −10 . Even if we con-
ider monomials 𝑔( 𝑧 ) = 𝑧 𝑝 up to degree 𝑝 = 8 (or more), the results are
xtremely good with 𝑁 = 32 cracklets at a distance 𝑑 = 10 , giving an
verage maximum error of 10 −8 (see Fig. 2 , right). 

Thus, we may conclude that a few cracklets allow to approximate
armonic polynomials up to a considerable degree, with extremely small
rrors. 

In fact, since we observe that ||𝑧 𝑝 − 𝑢 32 ,𝑝 ( 𝑧 ) ||∞ ≤ 10 −8 , we have for

olynomials 𝑃 8 ( 𝑧 ) = 

∑8 
𝑝 =0 𝑎 𝑝 𝑧 

𝑝 that 𝑢 32 ( 𝑧 ) = 

∑8 
𝑝 =0 𝑎 𝑝 𝑢 32 ,𝑝 ( 𝑧 ) satisfies 

|𝑃 8 ( 𝑧 ) − 𝑢 32 ( 𝑧 ) ||∞ ≤ 

8 ∑
𝑝 =0 

|𝑎 𝑝 | ||𝑧 𝑝 − 𝑢 32 ,𝑝 ( 𝑧 ) ||∞ ≤ 10 −8 
8 ∑

𝑝 =0 
|𝑎 𝑝 |. 

emark 3.5. Since any analytic function in ℂ has a power series ex-
ansion, in Laurent series, we can capture a considerable number of
unctions with good precision, using just 32 cracklets. This is not only
rue for the square, but also for any other shape inside the square. 

xample 3.6. The excellent results obtained for traces of harmonic
olynomials, do not occur for non harmonic polynomials. Consider poly-
omials of the form 𝑔( 𝑧 ) = 𝑅𝑒 ( 𝑧 ) 𝑝 which do not satisfy the Laplace equa-
ion, for p ≥ 2, and vary N from 32 to 128 elements. The smallest maxi-
um error is achieved at a variable distance, which is about the length

f the distance between the collocation points (in this case, 𝑑 = 8∕ 𝑁) .
hese results are shown in Fig. 3 , left (due to some numerical ill condi-
ioning, the linear system was solved in the least squares sense). 

We must note that when the cracklets are close to the boundary,
he system matrix presents diagonal elements that are close to 1, and
he other entries are comparatively very small, but not small enough to
ive a diagonally dominant matrix. 

In Fig 3 , right, we plot a similar result for boundary functions
( 𝑧 ) = |𝑧 |𝑝 , which also do not satisfy the Laplace equation. We took the
istance to be 𝑑 = 8∕ 𝑁, and considered 𝑁 = 2 𝑚 cracklets, taking the
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Fig. 3. Example 2. On the left, approximation maximum error for 𝑔( 𝑧 ) = 𝑅𝑒 ( 𝑧 ) 𝑝 , with 𝑁 = 32 , 64 and 128 cracklets decreasing near the boundary. On the right, a 
similar experiment with 𝑔( 𝑧 ) = |𝑧 |𝑝 , taking the average errors for 𝑝 = 1 , … , 4 , here presented in log 10 scale for three different norms. 
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verage errors up to 𝑝 = 4 . In this case we considered not only the max-
mum norm, but also a discrete 𝓁 2 norm, using P test points 𝑧 1 , … , 𝑧 𝑃 ∈
Ω (with P ≫N ). This norm is given by 

|𝑔 − 𝑢 𝑁 

||2 
𝓁 2 

= 

1 
𝑃 

𝑃 ∑
𝑝 =1 

|𝑔( 𝑧 𝑝 ) − 𝑢 𝑁 

( 𝑧 𝑝 ) |2 , (29)

nd this may be seen to approximate the L 2 ( Γ) norm, because 

|𝑔 − 𝑢 𝑁 

||2 
𝐿 2 (Γ) = ∫Γ |𝑔( 𝑧 ) − 𝑢 𝑁 

( 𝑧 ) |2 𝑑𝑧 
≈

𝑃 ∑
𝑝 =1 

∫[ 𝑧 𝑝 ,𝑧 𝑝 +1 ] |𝑔( 𝑧 ) − 𝑢 𝑁 

( 𝑧 ) |2 𝑑𝑧 
≈

𝑃 ∑
𝑝 =1 

|𝑔( 𝑧 𝑝 ) − 𝑢 𝑁 

( 𝑧 𝑝 ) |2 |𝑧 𝑝 +1 − 𝑧 𝑝 |
≈ |Γ|

𝑃 

𝑃 ∑
𝑝 =1 

|𝑔( 𝑧 𝑝 ) − 𝑢 𝑁 

( 𝑧 𝑝 ) |2 
ssuming that the points are almost equally spaced and |𝑧 𝑝 +1 − 𝑧 𝑝 | ≈ |Γ|

𝑃 
.

he only difference is that we neglect the length of the boundary | Γ|,
ike we do in the 𝓁 1 average error 

|𝑔 − 𝑢 𝑁 

||𝓁 1 = 

1 
𝑃 

𝑃 ∑
𝑝 =1 

|𝑔( 𝑧 𝑝 ) − 𝑢 𝑁 

( 𝑧 𝑝 ) |, (30)

hat approximates 1 |Γ| ||𝑔 − 𝑢 𝑁 

||𝐿 1 (Γ) , the averaged L 1 ( Γ) norm. 

.4. Connection with the MFS 

An approximation with the method of fundamental solutions can be
onsidered as a combination 

 𝑁 

( 𝑥 ) = 

𝑁 ∑
𝑘 =1 

𝑎 𝑘 Φ( 𝑥 − 𝑦 𝑘 ) + 

𝑁 ∑
𝑘 =1 

𝒃 𝑘 ⋅ ∇Φ( 𝑥 − 𝑦 𝑘 ) , (31)

sing only monopolar sources (with b k ≡0 , which is the classical case)
r also using dipolar sources, that might follow a prescribed direction
 𝑘 = 𝒏 ( 𝑦 𝑘 ) 𝑏 𝑘 , corresponding to a discretization of the double layer po-
ential on the artificial boundary. The connection of the MFS with the
oundary layers is well known, and we provide here some error esti-
ates considering cracklets. 

Taking a cracklet defined by the single layer potential on a small 𝛾,
ith a middle point y m 

, the mid-point integration rule gives for x not
lose to the boundary 

( 𝛾)( 𝑥 ) = ∫𝛾 Φ( 𝑥 − 𝑦 ) 𝑑𝑠 𝑦 = Φ( 𝑥 − 𝑦 m 

) |𝛾| + 𝑂( |𝛾|3 ) (32)

ith | 𝛾| being the length of the cracklet support. 
Thus, this small cracklet is expected to have a similar effect as con-

idering a point source at y m 

as a pole. A similar reasoning occurs for
he double layer potential, 

 ( 𝛾)( 𝑥 ) = ∫𝛾 𝜕 𝒏 𝑦 Φ( 𝑥 − 𝑦 ) 𝑑𝑠 𝑦 ≈ 𝒏 ( 𝑦 m 

) ⋅ ∇Φ( 𝑥 − 𝑦 m 

) |𝛾| (33)
97 
elating it to the dipole centered in y m 

with direction given by the nor-
al. 

Therefore, the use of very small single layer cracklets, at some dis-
ance from the boundary, will have a similar effect as the use of the
tandard MFS (and the use of small double layer cracklets will be simi-
ar to a dipole MFS). We resume this in the following theorem (that may
lso be deduced for the double layer cracklets). 

heorem 3.7. Consider line cracks such that | 𝛾n | ≤ 𝜀 and dist ( Ω, 𝛾n ) > 0.
hen an approximation using cracklets S, given by 

 𝑁 

( 𝑥 ) = 

𝑁 ∑
𝑛 =1 

𝛼𝑛 𝑆( 𝛾𝑛 )( 𝑥 ) (34)

ith | 𝛼n | ≤ || 𝜶|| ∞, can be reproduced by a standard MFS approximation 

 𝑁 

( 𝑥 ) = 

𝑁 ∑
𝑘 =1 

𝛼𝑛 |𝛾𝑛 |Φ( 𝑥 − 𝑦 𝑛 ) (35)

here y n is the middle point of 𝛾n , with the following error estimate for 𝑥 ∈ Ω̄,

𝑢 𝑁 

( 𝑥 ) − 𝑣 𝑁 

( 𝑥 ) || ≤ 

𝑁||𝜶||∞𝜀 3 

48 𝜋𝑑𝑖𝑠𝑡 (Ω, 𝛾) 2 
. (36) 

roof. It is an immediate consequence of (32) , more precisely for 𝑥 ∈ Ω̄

∫𝛾𝑛 Φ( 𝑥 − 𝑦 ) 𝑑𝑠 𝑦 − Φ( 𝑥 − 𝑦 𝑛 ) |𝛾𝑛 |||||| ≤ 

|𝛾𝑛 |3 
48 𝜋𝑑𝑖𝑠𝑡 (Ω, 𝛾𝑛 ) 2 

hich is a consequence of the middle point integration error estimate,
ince |𝜕 2 

𝑖𝑗 
Φ( 𝑥 ) | ≤ 

1 
2 𝜋||𝑥 ||2 . Thus, 

𝑢 𝑁 

( 𝑥 ) − 𝑣 𝑁 

( 𝑥 ) || ≤ 

𝑁 ∑
𝑛 =1 

|𝛼𝑛 |||𝑆( 𝛾𝑛 )( 𝑥 ) − |𝛾𝑛 |Φ( 𝑥 − 𝑦 𝑛 ) || ≤ 

𝑁 ∑
𝑛 =1 

|𝛼𝑛 ||𝛾𝑛 |3 
48 𝜋𝑑𝑖𝑠𝑡 (Ω, 𝛾𝑛 ) 2 

. 

□

.5. Completeness of the cracklets 

Here we present a theorem for the completeness of external cracklets
n L 2 ( Γ). 

heorem 3.8. Let 𝜔 ⊃ Ω̄, and consider the spaces of cracklets on 𝛾 = 𝜕𝜔,

efined by 

 𝑆 = span 
{
𝑆( 𝛾[ 𝑦,𝜀 ] ) ∶ 𝑦 ∈ 𝛾, 𝜀 > 0 

}
∪ {1} , (37)

 𝐾 = span 
{
𝐾( 𝛾[ 𝑦,𝜀 ] ) ∶ 𝑦 ∈ 𝛾, 𝜀 > 0 

}
, (38)

here 𝛾[ y , 𝜀 ] is a part of the boundary, connecting y ∈ 𝛾 to 𝑦̃ ∈ 𝛾 such that|𝑦 − 𝑦̃ || = 𝜀 . Then  𝑆 and  𝐾 are dense in L 2 ( Γ). 

roof. We prove the result for  𝑆 (the proof for  𝐾 is similar). 
Consider any discrete number of points 𝑦 1 , … , 𝑦 𝑁 

∈ 𝛾, such that
hen N →∞, this set of points is dense in 𝛾. We assume that ||𝑦 𝑘 +1 −
 𝑘 || = 𝜀 > 0 , such that 𝑦 𝑁+1 = 𝑦 1 . 

Given any function 𝜓 ∈ L 2 ( Γ), we want to prove that the orthogonal-
ty of the cracklets implies 𝜓 to be null. That is, if 
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𝑆( 𝛾[ 𝑦,𝜀 ] ) , 𝜓 

⟩
𝐿 2 (Γ) = ∫Γ 𝑆( 𝛾[ 𝑦,𝜀 ] )( 𝑥 ) 𝜓( 𝑥 ) 𝑑𝑥 

= ∫Γ ∫𝛾[ 𝑦,𝜀 ] Φ( 𝑥 − 𝑠 ) 𝑑 𝑠 𝜓( 𝑥 ) 𝑑 𝑥 = 0 

hen 𝜓 ≡0. Using this equality for each y n we define any linear combi-
ation of cracklets 

 ( 𝑥 ) = 

𝑁 ∑
𝑛 =1 

𝛼𝑛 𝑆( 𝛾[ 𝑦 𝑛 ,𝜀 ] )( 𝑥 ) = ∫𝛾 𝛼( 𝑠 )Φ( 𝑥 − 𝑠 ) 𝑑𝑠 

hile considering 𝛼( 𝑠 ) = 𝛼𝑛 , when 𝑠 ∈ 𝛾[ 𝑦 𝑛 ,𝜀 ] , and we have 

𝑣, 𝜓 ⟩𝐿 2 (Γ) = 

𝑁 ∑
𝑛 =1 

𝛼𝑛 
⟨
𝑆( 𝛾[ 𝑦,𝜀 ] ) , 𝜓 

⟩
𝐿 2 (Γ) = ∫Γ ∫𝛾 𝛼( 𝑠 )Φ( 𝑥 − 𝑠 ) 𝑑 𝑠 𝜓( 𝑥 ) 𝑑 𝑥 = 0 . 

This means that for any piecewise constant density 𝛼, we get 

𝛾

𝛼( 𝑠 ) ∫Γ Φ( 𝑥 − 𝑠 ) 𝜓( 𝑥 ) 𝑑 𝑥 𝑑 𝑠 = 0 . 

s this is true for any 𝜀 > 0, from the previous weak equality, we con-
lude the strong equality 

 ( 𝑠 ) = ∫Γ Φ( 𝑥 − 𝑠 ) 𝜓( 𝑥 ) 𝑑𝑥 = 0 , 

hen s ∈ 𝛾. 
Since u satisfies the null exterior Dirichlet problem in 𝜔 

𝑐 = ℝ 

2 ∖ ̄𝜔
nd it is ortogonal to constants, this implies u ≡0 in ℝ 

2 ∖ ̄Ω, by analytic
xtension. As u is defined by a continuous single layer potential on Γ,
hen [ 𝑢 ] = 0 , and 𝑢 − = 𝑢 + = 0 . The uniqueness of the interior Dirichlet
roblem also implies that u ≡0 in Ω, and this forces 𝜓 ≡0. □

orollary 3.9. In Theorem 3.8 we may consider any set 𝛾 ⊂Ωc as long as

here is a boundary 𝛾⋆ ⊆𝛾, with 𝛾⋆ = 𝜕𝜔 

⋆ and 𝜔 

⋆ ⊃ Ω̄. 

roof. This is a consequence of the proof of Theorem 3.8 , since 𝑢 ( 𝑠 ) = 0
ith s ∈ 𝛾 implies, in particular, that 𝑢 ( 𝑠 ) = 0 with s ∈ 𝛾⋆ , and the other

teps remain true taking 𝛾⋆ instead of 𝛾. □

emark 3.10. Theorem 3.8 does not specify which kind of artificial 𝜔
o consider, and we may assume that it is a polygon, such that each
rack 𝛾[ 𝑦 𝑛 ,𝜀 ] is a straight segment. Therefore, due to the corollary, we
ay consider intersecting crack supports that in the limit contain an

xterior artificial boundary. 

emark 3.11. As previously mentioned when 𝛾 ⊂Ωc , the inversion of
 𝛾 or  𝛾 leads to ill-posed problems, because they imply the inversion of
ompact operators. Therefore we can not have  𝛾𝛼 = 𝑔 or  𝛾 𝛽 = 𝑔 with
| 𝛼||, || 𝛽|| < ∞. On the other hand, this theorem implies that we may
nd a sequence of 𝛼n or of 𝛽n such that || 𝛾𝛼𝑛 − 𝑔|| → 0 or || 𝛾 𝛽𝑛 − 𝑔|| →
 . The main problem is that, in that case, || 𝛼n || →∞ and || 𝛽n || →∞. 

Thus, like in the MFS, we expect that the coefficients in the solution
f the linear system will tend to infinity, unless some regularization
echnique (like Tikhonov regularization) is used. The ill conditioning
roblems of the MFS will appear also using cracklets, or using a similar
ndirect BEM. 

.6. Neumann boundary conditions 

In the case of Neumann boundary conditions, the procedure is basi-
ally the same. 

Moreover, using the single layer potential cracklets, the gradient of
he reference cracklet is given by the vector 

 𝑆( 𝛾𝜀 )( 𝑥 ) = 

[ 
Φ( 𝑥 − ( 𝜀, 0)) − Φ( 𝑥 ) 

− 𝐾( 𝛾𝜀 )( 𝑥 ) 

] 
. (39)

In the reference crack we may consider the normal vector to be (0,1),
iving exactly 

 𝒏 𝑥 
𝑆( 𝛾𝜀 ) = − 𝐾( 𝛾𝜀 ) , 
98 
nd this means that we may use the double layer cracklets directly for
he Neumann problem, as long as we understand that the density being
ecovered in the system is 𝛼, to be used in the single layer representation
and not 𝛽 which was used for the double layer representation). 

This results from the duality between the expression for the trace
f the double layer (9) , and the normal trace of the single layer given
n (10) , and is well known in the BEM. It does not change much if we
ake the normal derivative on a boundary Γ which is different from 𝛾,
s long as the normal vector is the same. For instance, considering line
racklets, parallel to a polygonal boundary. 

In any case, with the expression of the gradient being available, for
ny cracklet (by rigid transformation), we just have to solve the linear
ystem 

𝒏 ( 𝑥 𝑚 ) ⋅ ∇ 𝑆( 𝛾𝑛 )( 𝑥 − 𝑚 ) 
][
𝛼𝑛 

]
= 

[
𝑔 𝐧 ( 𝑥 𝑚 ) 

]
(40)

here g n ( x m 

) represents the Neumann data on x m 

∈ 𝛾), and the solution
ill be given by the discrete single layer representation (27). 

Another possibility is to consider the gradient of the double layer
epresentation, giving 

 𝐾( 𝛾𝜀 )( 𝑥 ) = 

− 𝜀 

2 𝜋||𝑥 − ( 𝜀, 0) ||2 ||𝑥 ||2 
[ 

( 𝜀 − 2 𝑥 1 ) 𝑥 2 
( 𝜀 − 𝑥 1 ) 𝑥 1 + 𝑥 2 2 

] 
ith singularities on the tips, and this is associated with the singular
perator  𝛾 as defined in (11) , when Γ and 𝛾 coincide. 

.7. Analytic support 

The use of cracklets as basis functions to solve boundary value prob-
ems can be seen, in the limiting case as a BEM, when the union of 𝛾n 

oincides with Γ, or the indirect BEM, when that union 𝛾 is a boundary
hat surrounds Γ. 

With this flexibility it can be used to either capture the advantages
f one or the other. 

Moreover, since the cracklets are used as basis functions, we do not
equire them to replicate a full boundary, we can place some cracklets
ear the boundary (for instance, when discontinuities are present or
xpected), and some other cracklets away from the boundary. 

The main goal is just to diminish the boundary error, and approxi-
ate g as well as possible, since all the functions satisfy the PDE. 

Unlike the BEM, we do not propose to increase the polynomial de-
ree of the density approximation, using functions S p or K p (as it was
entioned in Remark 3.2 ), with higher p , unless this is strictly necessary
and in that case it is clear that the standard BEM will perform better. 

We propose to place the cracklets at a reasonable distance from the
riginal boundary, as their trace leads to analytical functions on the
oundary. The compromise is that the system will become more ill con-
itioned, as occurs in the MFS. 

In fact, the use of cracklets may be combined with the MFS, taking
he advantages of one and the other. The use of cracklets may be seen
s an enrichment of the MFS basis, as it was already done in [5] to solve
oundary value problems with discontinuities on the Dirichlet data. 

The best performance of a method is related to the type of boundary
unctions being tested, and if a method suits better to some of them,
t may fail considerably for others. The main difficulties for the Trefftz
ethods appear in approximating solutions with smaller analytical sup-
ort than the basis, and in increasing the ill conditioning of the linear
ystems to be solved. 

emark 3.12. Consider a Trefftz basis 𝜙1 , … , 𝜙𝑛 , … that has analyti-
al support in a set Ω̂ and a solution u with analytic support in Ω̃ ⊇ Ω. If
̃ ⊂ Ω̂ then it is impossible to write u as a linear combination of 𝜙n . This
oes not imply that it is not possible to approximate u with a linear com-
ination of 𝜙n , in appropriate norms. In fact, assume that 𝑣 = 

∑
𝑛 𝛼𝑛 𝜙𝑛 

atisfies v ≡ u in Ω ⊆ Ω̃. As the analytical support of v is Ω̂, by the ana-
ytical continuation theorem, it is possible to extend analytically v from
̃ to Ω̂. However this is not true for u as its analytical support is reduced
o Ω̃ and these sets are different. 
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Fig. 4. Simulation 1. On the left, the domain of approximation with the collocation points (120 blue points) on the boundary 𝜕Ω1 , and the cracklets (in red) using 
the procedure defined in (41) . On the right, the values of the function g a along 1002 test points on the polygonal boundary. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 5. Simulation 1. On the left, absolute errors for 3 methods – using Cracklets K or S, and using the MFS, with the boundary function g a . On the right, plot of the 
solution in the polygonal domain. 
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In the case of the MFS, it is known that the method performs better
hen the point sources are placed far from the boundary [18] , if the

olution extends as an analytic function to infinity, meaning that Ω̃ = ℝ 

2 .

he same performance was seen here with cracklets taken far away from
he boundary. In these situations there is no problem as Ω̂ ⊂ ℝ 

2 . But in
hese situations also polynomials, or other analytic functions, satisfying
he PDE, could be used in a Trefftz method. 

However, if the solution does not extend analytically outside the do-
ain, i.e. ̃Ω = Ω the best possibility would be to consider the BEM, even

f the approximation on the boundary is not so great. 
Frequently there is an analytic extension of the solution outside Ω but

t may be constrained in some parts of the boundary, for instance, cor-
ers, or discontinuities on the boundary condition. In those situations,
he best strategy is to combine methods. On the part of the boundary
here no analytic extension is expected, we may use cracklets very close

o the boundary, like in the BEM, and on the part of the boundary where
o problems are expected, the cracklets may be placed away from the
oundary, like in the MFS. 

. Numerical simulations 

We consider some experiments that show the performance of the
roposed methods, for non trivial domains, and compare them with the
FS and the BEM. 

There are several known factors that may change the quality of the
pproximation, concerning the position of the point sources in the MFS,
nd in this case the position, orientation and length of the cracklets.
e will focus on some specific approximations that worked well, but
99 
etter results may be obtained for each of the methods, depending on
he geometry of the domain and on the boundary functions. 

Sinc Trefftz methods yield in general ill conditioned systems, the
inear systems were solved in the least squares sense (a Tikhonov regu-
arization factor was not needed in these examples). This would not be
eeded for cracklets very close to the boundary, as this would lead a
o well conditioned system, especially for cracklets K, nevertheless, as
his will not change the N ×N system solution, as we are dealing with
quare matrices. The matrices are rectangular only for the MFS which
s considered with 2 N collocation points. 

.1. Simulation 1 (polygonal domain) 

Consider a polygonal domain Ω1 defined by the six vertices with
omplex coordinates {1 , 3 4 + 𝑖, 𝑖 − 

1 
2 , −1 , −1 − 𝑖, − 𝑖 } . 

We divided each segment in the same number of points, that acted
s collocation points, 𝑥 1 , … , 𝑥 𝑀 

. From these set points we defined the
racklets, as segments ] 𝑦 − 

𝑚 
, 𝑦 + 

𝑚 
[ with tips given by 

 𝑚 = 𝑥 𝑚 + 𝛿𝑚 𝒕 
⟂
𝑚 

and 𝑦 ± 
𝑚 
= 𝑦 𝑚 ± 𝜃𝑚 𝒕 𝑚 , (41)

here 𝒕 𝑚 = 

1 
2 ( 𝑥 𝑚 +1 − 𝑥 𝑚 −1 ) and 𝒕 ⟂

𝑚 
is orthogonal to t m 

, pointing in the
ormal direction (or its average). The choice of y m 

has already been
sed for the MFS (e.g. [2] ). 

The parameter 𝛿m 

reflects the distance to the boundary with respect
o the distance between points, and the parameter 𝜃m 

reflects half the
ength of the crack with a middle point given by y m 

. Keeping the size of
he crack with respect to the distance between collocation points, this
eans 𝜃 = 1 , which was the best choice that we considered. 
𝑚 
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Fig. 6. Simulation 1. On the left, absolute error plots for the three methods, considering the boundary function g b . On the right, density plot of the absolute error in 
the domain for the Cracklet K approximation. 

Table 1 

Errors in different norms for the different methods, considered for simulation 1 
with g a . 

||𝑔 𝑎 − 𝑢 120 ||∞ ||𝑔 𝑎 − 𝑢 120 ||𝓁 2 ||𝑔 𝑎 − 𝑢 120 ||𝓁 1 
BEM S 0.078 5 . 8 × 10 −3 1 . 4 × 10 −3 

BEM K 0.12 1 . 5 × 10 −2 5 . 6 × 10 −3 

MFS 3 . 9 × 10 −4 3 . 4 × 10 −5 1 . 4 × 10 −5 

Cracklet S 7 . 3 × 10 −4 5 . 9 × 10 −5 2 . 2 × 10 −5 

Cracklet K 8 . 0 × 10 −4 5 . 7 × 10 −5 1 . 2 × 10 −5 
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Table 2 

Errors in different norms for the methods considered for Simulation 1, now with 
the analytic g b . 

||𝑔 𝑏 − 𝑢 120 ||∞ ||𝑔 𝑏 − 𝑢 120 ||𝓁 2 ||𝑔 𝑏 − 𝑢 120 ||𝓁 1 
BEM S 0.077 4 . 8 × 10 −3 1 . 1 × 10 −3 

BEM K 0.12 1 . 5 × 10 −2 6 . 0 × 10 −3 

MFS 3 . 7 × 10 −5 4 . 8 × 10 −6 2 . 0 × 10 −6 

Cracklet S 9 . 9 × 10 −5 9 . 5 × 10 −6 3 . 3 × 10 −6 

Cracklet K 1 . 6 × 10 −5 1 . 5 × 10 −6 4 . 0 × 10 −7 
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It should be noticed that the choice given by (41) is thought for
onvex shapes, because the edges of the cracklet may fall inside the
omain, and 𝜃m 

must be considered small enough. 
In Fig. 4 (left) we present the distribution of the cracklets, given 120

ollocation points (20 each side), for 𝛿𝑚 = 5 , 𝜃𝑚 = 1 . 
With these cracks we tested the Trefftz basis for cracklets K (double

ayer) and cracklets S (single layer), and compared the results with the
esults for the MFS, with the double number of collocation points, and
sing the same y m 

as sources. 

• (a) We considered the Dirichlet data given by the complex function
( 𝑧 = 𝑥 1 + 𝑥 2 𝑖 ) 

𝑔 𝑎 ( 𝑧 ) = 

{ 

0 , if 𝐼𝑚 ( 𝑧 ) ≤ 0 , 
𝐼𝑚 ( 𝑧 ) 
10 𝑅𝑒 

(
sin (2 𝑧 ) 
1+ 𝑖 − 𝑧 

)
if 𝐼𝑚 ( 𝑧 ) > 0 , (42)

which is discontinuous in the derivatives, and presents a singularity
at 1 + 𝑖, meaning at the point (1,1) which is close to the boundary
point ( 3 4 , 1) . 

In Fig. 4 (right), we plot the function in 1002 points on the boundary,
tarting with point (1,0) going anti-clockwise, and finishing on the same
oint. 

In Fig. 5 (left) we plot the results using 120 cracklets S or K, or
sing 120 source points for the MFS. We may see that there is not much
ifference taking cracklets in the Trefftz method, or source points in the
FS, the results were similar in this case. The graph of the solution is

iven in Fig. 5 (right). 
The highest values of the absolute errors occur in the corner points,

specially in the corner point nearest to the singularity, as expected.
onsidering different norms, as in (29) and (30) , we obtained the errors
n the boundary (due to the maximum principle for Laplace equation
he errors in the domain are smaller than the errors on the boundary),
resented in Table 1 . 

It should be observed that the approximation given by the piecewise
onstant density in the BEM, either in the single layer formulation (BEM
), or in the double layer formulation (BEM K), is not good. For instance,
ith BEM K, the approximation with a piecewise discontinuous function
erforms poorly in the maximum norm, but is not so bad in the 𝓁 2 or
 

1 norms. The 𝓁 2 error for BEM K performed consistently like O ( h 1.3 ),
100 
eing h the average element length, and even with 𝑁 = 960 elements
 ℎ = 0 . 0071) , the 𝓁 2 error was 1 . 9 × 10 −3 . 

On the other hand, by doing a simple dilation of the artificial bound-
ry to 𝛾 = 1 . 5Γ, both indirect BEM, S or K, with 𝑁 = 120 , gave maximum
rrors about 10 −3 , and 𝓁 2 or 𝓁 1 errors below 10 −4 , being close to the er-
ors obtained with the MFS or cracklets. 

• (b) With exactly the same geometry, boundary points, cracklets, and
point sources, we now considered the boundary function 

𝑔 𝑏 ( 𝑧 ) = 

1 
10 

𝑅𝑒 

( 

sin (2 𝑧 ) 
1 + 𝑖 − 𝑧 

) 

, (43)

which is almost the same function as considered in (42) , but now it
is only the real part of an analytic function on Ω and therefore it is
the exact solution. Except for the BEM, the errors are comparatively
smaller than before, due to the higher regularity, and the results are
presented in a similar table ( Table 2 ). 

In Fig. 6 (left) we plot a similar figure to Fig. 5 (left), now with g b 
s boundary function, and in Fig. 6 (right) we present the error in the
hole domain, which is in average below 10 −6 , except around the corner
oint, close to the singularity, where it is slightly higher. 

Increasing the number of points near the corner singularity improves
he results. For instance taking the same 120 points, but with a higher
oncentration at the corner, and at a distance 𝛿𝑚 = 10 , decreased the
aximum absolute error of the MFS to 7 × 10 −7 (50 times less than be-

ore), with a similar effect on the cracklet methods ( 4 . 2 × 10 −6 for crack-
ets S and 1 . 4 × 10 −6 for cracklets K). 

.2. Simulation 2 (mixed round shapes) 

In this simulation we considered the same domain for Im ( z ) > 0 to-
ether with the semicircle | z | < 1, for Im ( z ) < 0. This defines Ω2 . The
ollocation points on the boundary 𝜕Ω2 and the cracklets are shown in
ig. 7 (left), at a similar distance 𝛿𝑚 = 5 . Again we used 20 points in each
egment and 60 points on the semicircle, in a total of 120 collocation
oints, as before. 

The results obtained for this shape and the data given by g a or g b 
re very similar to the previous case. In Fig. 7 (right) we present the
ariation of the absolute error for the three methods, considering the
nalytic boundary function g . The error results are presented in Table 3 .
b 
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Fig. 7. Simulation 2. On the left, the collocation points (120 blue points) on the boundary 𝜕Ω2 , and the cracklets (in red) using the procedure defined in (41) . On 
the right, absolute error plots for the three methods, considering the boundary function g b . (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 

Fig. 8. Simulation 2. On the left, plot of the solution in the domain and, on the right, the error for the approximation obtained with 120 cracklets K. 

Table 3 

Errors in different norms for the 3 methods, considered for Simulation 2 with 
g b . 

||𝑔 𝑏 − 𝑢 120 ||∞ ||𝑔 𝑏 − 𝑢 120 ||𝓁 2 ||𝑔 𝑏 − 𝑢 120 ||𝓁 1 
MFS 3 . 4 × 10 −5 4 . 8 × 10 −6 2 . 3 × 10 −6 

Cracklet S 1 . 3 × 10 −4 1 . 3 × 10 −5 5 . 8 × 10 −6 

Cracklet K 1 . 6 × 10 −5 1 . 4 × 10 −6 3 . 4 × 10 −7 
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Table 4 

Errors in different norms for the 3 methods, considered for Simulation 3 with 
g b . 

||𝑔 𝑏 − 𝑢 120 ||∞ ||𝑔 𝑏 − 𝑢 120 ||𝓁 2 ||𝑔 𝑏 − 𝑢 120 ||𝓁 1 
MFS 9 . 7 × 10 −8 4 . 0 × 10 −8 3 . 4 × 10 −8 

Cracklet S 5 . 2 × 10 −7 9 . 0 × 10 −8 6 . 5 × 10 −8 

Cracklet K 8 . 0 × 10 −7 8 . 9 × 10 −8 3 . 0 × 10 −8 
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In Fig. 8 we present the solution for the problem in Simulation 2 (on
he left), and the absolute error for the approximation using cracklets
. As previously mentioned, for Simulation 1, the highest errors occur
ear the singularity, as expected. 

.3. Simulation 3 (round shapes) 

We also considered shapes defined by parts of radial star-shape func-
ions, in this case Ω3 is defined by the boundary 

Ω3 = 

{
𝑟 ( 𝑡 ) 𝑒 𝑖𝑡 ∶ 𝑡 ∈ [0 , 2 𝜋[ 

}
, with 𝑟 ( 𝑡 ) = 

{ 

1 − 

1 
3 sin (3 𝑡 ) 𝑡 ∈ [0 , 𝜋] 

1 𝑡 ∈] 𝜋, 2 𝜋[ 

(44) 

he domain is presented in Fig. 9 (left) together with the associated
racklets, as defined in (41) at distance 𝛿𝑚 = 6 , and it presents two dis-
ontinuities (at 𝑡 = 0 , 𝑡 = 𝜋) . 

As in the IBEM we could have used an artificial boundary to place the
racklets, but here we used the technique that is being considered for
he MFS, in the distribution of source points (see [2] ). Note that unlike
he BEM, where the use of straight elements compromises the geometry
101 
f the boundary, here we may use collocation on the original boundary
s long as these cracklets are placed outside the domain. 

Using the boundary function g b , in Fig. 9 (right) we present the vari-
tion of the absolute error for the three methods. The error results are
resented in Table 4 . 

A similar table could be obtained for the function g a , but with higher
rrors, nevertheless smaller than the ones obtained in Table 1 . 

emark 4.1. It should be noted that in all these simulations we con-
idered 𝜃𝑚 = 1 in (41) , but taking a different 𝜃m 

would slightly change
he results. In this case, we also used 𝜃𝑚 = 

1 
4 , 

1 
2 , 2 , and the results were

asically the same (only a slightly worse). This may be justified by the
act that, at a large distance from the boundary, the use of cracklet with
alf size is compensated by a coefficient taken as double the size. 

.4. Simulation 4 (non convex polygon) 

In the previous cases the MFS provided good results, and now we
ill consider a case with discontinuous data, using a similar function to
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Fig. 9. Simulation 3. On the left, the collocation points (120 blue points) on the boundary 𝜕Ω3 , and the cracklets (in red) using the procedure defined in (41) . On 
the right, absolute error plots for the three methods, considering the boundary function g b . (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 

Fig. 10. Simulation 3. On the left, the collocation points (280 blue points) on the boundary 𝜕Ω4 , and the used cracklets (in red). On the right, comparison of the 
plots for different methods, with 𝑁 = 280 and the boundary function g c . (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 

Table 5 

Errors in different norms for the methods considered for Simulation 4, with the 
discontinuous function g c . 

||𝑔 𝑐 − 𝑢 280 ||𝓁 2 ||𝑔 𝑐 − 𝑢 280 ||𝓁 1 
BEM S 7 . 7 × 10 −2 1 . 2 × 10 −2 

BEM K 1 . 3 × 10 −2 2 . 8 × 10 −3 

MFS 4 . 3 × 10 −2 7 . 1 × 10 −3 

Cracklet S 3 . 0 × 10 −2 4 . 2 × 10 −3 

Cracklet K 2 . 4 × 10 −2 2 . 5 × 10 −3 
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Table 6 

Errors in different norms for the methods considered for Simulation 4, but now 

with the analytic function g b . 

||𝑔 𝑏 − 𝑢 280 ||∞ ||𝑔 𝑏 − 𝑢 280 ||𝓁 2 ||𝑔 𝑏 − 𝑢 280 ||𝓁 1 
BEM S 0.22 7 . 9 × 10 −3 1 . 0 × 10 −3 

BEM K 6 . 5 × 10 −2 5 . 6 × 10 −3 2 . 2 × 10 −3 

MFS 2 . 0 × 10 −3 1 . 3 × 10 −4 4 . 7 × 10 −5 

Cracklet S 8 . 0 × 10 −3 2 . 5 × 10 −4 3 . 0 × 10 −5 

Cracklet K 1 . 1 × 10 −2 3 . 6 × 10 −4 2 . 5 × 10 −5 
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 a but being 1 instead of 0, for Im ( z ) ≤ 0. More precisely: 

 𝑐 ( 𝑧 ) = 

{ 

1 , if 𝐼𝑚 ( 𝑧 ) ≤ 0 , 
𝑔 𝑎 ( 𝑧 ) if 𝐼𝑚 ( 𝑧 ) > 0 , (45)

urthermore, we will consider a polygon with the same vertices as in
imulation 1, but with a new corner point (− 

1 
4 , 0) , with an angle greater

han 3 2 𝜋. We will call this domain Ω4 , which is represented in Fig. 10
left) with the 280 collocation points on the boundary, together with
racklets placed on a surrounding curve with tip points y m 

as given in
41) , which is closer to the boundary for the first 4 segments, at a dis-
ance 𝛿𝑚 = 1 , and with 𝛿𝑚 = 5 , for the other 3 segments. 

We also compared with the BEM S and BEM K (see the plots in
ig. 10 , on the right), as the results were not so good in this case, and
re given in Table 5 . 

We did not consider the maximum norm, as this is not appropriate
or discontinuous functions, but we may see in Fig. 10 (right) that the
102 
EM K was the most appropriate method in this case, since it is the one
hat best captures the discontinuities. On the other hand, BEM S, fitted
he function, but presented high instabilities in the corner points. The
FS and the cracklet S or K methods also presented difficulties to fit

he discontinuities, due to the Gibbs effect. In fact, since the cracklets
ere placed outside the boundary all functions are analytic there, and

he Gibbs effect occurs. 
We also considered the simulation for the same geometry, but now

or the analytic function g b , and as expected, the results are much better,
specially for the Trefftz methods (MFS, cracklets S and K), as we may
ee in the error Table 6 . 

.5. MFS enrichment 

Finally we considered the possibility of combining methods to im-
rove the results obtained in Table 5 . 
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Fig. 11. Simulation 4. Comparison of the errors between MFS+K and BEM (on the left), and the solution for g c given with the MFS+K (on the right). 

Table 7 

Improving the MFS with 7 edge cracklets K, for the discontinuous function g c . 

||𝑔 𝑐 − 𝑢 280 ||𝓁 2 ||𝑔 𝑐 − 𝑢 280 ||𝓁 1 
BEM K 1 . 3 × 10 −2 2 . 8 × 10 −3 

MFS 4 . 3 × 10 −2 7 . 1 × 10 −3 

MFS + K 1 . 1 × 10 −2 4 . 7 × 10 −4 
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[  
We took the MFS enriched by cracklets K. 
This meant to consider 7 cracklets K, one at each edge of the polygon,

o avoid the Gibbs effect on discontinuities and corner problems, and
his also meant to place the cracks near the boundary, at a very close
istance (= 10 −4 ) . 

To keep the same number of basis functions as before, we considered
73 source points for the MFS, using the 7 cracklets as an enrichment of
he MFS and kept the distance 𝛿𝑚 = 1 for all source points y m 

as defined
n (41) . 

The results of this method (abbreviated MFS+K) were much better
han the ones of the MFS, and also better than BEM K, as we may see in
able 7 (we used 4008 test points on the boundary). 

The biggest improvement was cancelling the Gibbs effect in the MFS,
ut difficulties remained in the corners. This lead to a considerable de-
rease in the average error, i.e. in the 𝓁 1 norm, as the error at each point
as below 10 −3 except around 4 corner points, as we may see in Fig. 11

left), compared to the worse performance of the BEM with double layer
ormulation using 280 elements, not affected by the corners, but with
ifficulties matching the peak of the boundary function g c . 

We present the solution given by this MFS+K method in
ig. 11 (right). 

We could also consider more than 7 cracklets K, taking several
ore on each side, but this also generates further discontinuities at the

nd of each cracklet, as the functions K ( 𝛾n ) are discontinuous at the
ips. To avoid this we could also add K 1 ( 𝛾n ) cracklets as mentioned in
emark 3.2 , but this goes beyond the scope of this paper, as this would
lso mean a comparison with BEM K formulated with piecewise linear,
nd not piecewise constant, densities. 

. Conclusions 

In this work we presented two Trefftz methods with cracklets, based
n the single layer potential (cracklet S) or the double layer potential
cracklet K), that in some particular situations may be viewed as a direct
r as an indirect BEM, or may also be viewed as equivalent to the MFS
ith monopole or dipole source points. This depends if the cracklets are
laced on the boundary (direct BEM), form a boundary outside (indirect
EM), or may be considered with small crack support (MFS). However,
nderstanding these cracklets as the basis functions of a Trefftz method
llows all these possibilities, and allows to establish a more flexible link
etween the methods. 

For smooth boundary conditions the proposed Trefftz methods with
racklets perform in a similar way as the MFS and significantly better
han the direct BEM. On the other hand, in the presence of discontinu-
103 
ties, the cracklets improve the accuracy of the MFS, if their supports
re chosen on the boundary. In particular, we considered the cracklets
s an enrichment of the MFS that proved to be helpful to avoid the Gibbs
ffect on discontinuous boundary conditions (as was already suggested
n [5] ). 

The simulations have been carried for the Dirichlet problem of the
aplace equation in 2D, but may be extended with no great difficulty
o Neumann or Robin boundary conditions, with the same performance
f the method. It is also possible to consider other differential operators
ith a known fundamental solution, and an extension to 3D, but this
ould lead to new cracklet functions (some of which are already known

rom BEM research), and some extra difficulties with the 3D geometries
re expected. This work is currently under investigation. 
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