MMIC, with chip size of 1.5 × 1 mm.

4. MEASUREMENT

The measurement is performed by putting the VCO MMIC into a test fixture, as shown in Figure 4. A test board is used to supply DC power to the chip and to output the oscillating signal through the SMA connector. There are two capacitors (100 pF and 10 μF, respectively) connected in parallel to each DC supply line, which is used to bypass the undesired RF signals. The oscillating curve is displayed on an MS288C spectrum analyzer. The measurement results are shown in Figures 5 and 6. The operation condition for this VCO MMIC measurement is: $V_d = 3.0$ V, $I_{ds} = 18$ mA. Figure 5 shows a typical oscillating signal with oscillating frequency of 25.0232 GHz, and Figure 6 shows the measured oscillating frequency and the associated output-power tuning curves. The designed VCO MMIC has a tuning range of 1.4 GHz at around 25.7 GHz with an output power of about 8 dBm.

As mentioned above, the VCO MMIC was measured by inserting it into the test fixture shown in Figure 4. Clearly, the measured output power will be less than that released by the chip itself, due to the loss of output microstrip and the connector in the test fixture. On-wafer measurement result shows a loss of about 3 dBm for them; so, the output power released by the chip itself should be about 11 dBm.

5. CONCLUSION

An active-biased 26-GHz VCO MMIC, based on a 0.25-μm GaAs pHEMT process, has been presented in this paper. Its tuning range is 1.4 GHz with a central frequency of 25.7 GHz, and the output power is 11 ± 1 dBm. The fabricated VCO MMIC chip size is 1.5 × 1.0 mm.
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ABSTRACT: The present work describes the application of the method of fundamental solutions (MFS) for the solution of cutoff wavelengths of elliptical waveguides. Since the MFS employs a formulation using boundary values only, the cutoff wavelengths are determined by applying the singular value decomposition (SVD) technique. The use of the MFS to solve the governing (Helmholtz) equation guarantees a solution without singularities, since it does not use discretized points to determine the solution at the interior of the computational domain. The combination of the MFS and SVD techniques has resulted in a simpler and efficient numerical solution procedure, as compared to other schemes. © 2005 Wiley Periodicals, Inc.
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1. INTRODUCTION

Elliptical waveguides have been widely applied in many engineering fields. Chu [1] presented the theory of the transmission of electromagnetic waves in hollow conducting pipes of elliptic cross section, and reported numerical results for the cutoff frequency and the attenuation for six waves. It is very crucial to determine the cutoff wavelengths of an elliptical waveguide for the design of waveguides; hence, this field has attracted many researchers in the recent past. Kinzer and Wilson [2] published the first approximate formulae to determine the cutoff frequency of the $TE_{011}$, $TM_{411}$, and $TM_{441}$ modes for a given elliptical cross section. Kretzschmar [3] obtained the curves of the cutoff wavelengths for 19 successive modes. Zhang and Shen presented analytical solutions of elliptical waveguides [4], and most of the attention was paid to computing the zeros of the modified Mathieu functions of the first kind. Recently, a numerical analysis of elliptical waveguides using the differential-quadrature method was conducted by Shu [5]. Goldberg et al. [6] calculated the cutoff wavelengths for the six lowest modes and gave a correction to the field pattern plotted in Chu [1]. Lately, a meshless collocation method with the Wendland radial basis functions was conducted by Jiang et al. [7].

Mesh-dependent methods such as the finite-element method, finite-difference method, and finite-volume method require distributed grid points at the interior of the domain for computing the field variables. Significant computational effort is required for pre-processing the mesh generation in the above methods. In particular, to find numerical solutions for irregular domains in-

Figure 6 Oscillating frequency and output-power tuning curves
The TE waves satisfy the Neumann boundary condition, given by:

\[ \nabla^2 \phi + k_c^2 \phi = 0, \tag{1} \]

where \( k_c \) is the cutoff wavenumber. For the case of TM waves, \( H_x = 0 \) and \( \varphi = E_z \), while for the TE waves, \( E_z = 0 \) and \( \varphi = H_y \). The TM waves satisfy the following Dirichlet boundary condition:

\[ \phi|_\Gamma = E_z|_\Gamma = 0. \tag{2} \]

The TE waves satisfy the Neumann boundary condition, given by

\[ \frac{\partial \phi}{\partial n}|_\Gamma = \frac{\partial H_y}{\partial n}|_\Gamma = 0, \tag{3} \]

where \( \Gamma \) refers the boundary of the waveguide and is written as the following equation for an ellipse:

\[ \left( \frac{x}{a} \right)^2 + \left( \frac{y}{b} \right)^2 = 1. \tag{4} \]

Here, the parameters \( a \) and \( b \) are semi-major axis and semi-minor axis, respectively, and eccentricity \( e = (\sqrt{a^2 - b^2}/a) \).

Meshless methods have become popular in the recent decade, and many efforts have been devoted to the development of meshless methods by many researchers [8, 9]. In the present work, a numerical method based on the method of fundamental solutions (MFS) is devised to solve the cutoff wavelengths of elliptical waveguides. Unlike the FEM or FDM, the present method does not use any domain-discretization scheme to obtain the grid points inside the computational domain and, hence, the MFS is normally considered as a meshless numerical method. In the MFS, only the equations governing the boundary node points are solved, thus saving a lot of computational time and effort compared to other numerical schemes. The solutions at the interior domain are obtained only by means of a simple interpolation based on the MFS. The MFS [10, 11] has been applied successfully to deal with many types of boundary-value problems. Chen et al. [12] used the conventional BEM in conjunction with the singular value decomposition (SVD) technique to solve eigenvalue problems governed by the Helmholtz equation, and they adopted SVD technique [13] to determine the eigenvalues. In the present work, the MFS is applied to solve an elliptical-waveguide problem with an aim to determine the cutoff wavelengths for TE and TM modes. Details about the governing equations used are discussed in section 2. A discussion of the predicted results is provided in section 3. The conclusions based on the present work are discussed in section 4.

2. GOVERNING EQUATIONS AND BOUNDARY CONDITIONS

The transverse magnetic (TM) and transverse electric (TE) waves are defined using the eigenfunctions of the Helmholtz equation with both Dirichlet and Neumann boundary conditions as follows:

\[ \nabla^2 \phi + k_c^2 \phi = 0, \]

where \( k_c \) is the cutoff wavenumber. For the case of TM waves, \( H_x = 0 \) and \( \varphi = E_z \), while for the TE waves, \( E_z = 0 \) and \( \varphi = H_y \). The TE waves satisfy the Neumann boundary condition:

\[ \phi|_\Gamma = E_z|_\Gamma = 0. \]

The TE waves satisfy the Neumann boundary condition, given by

\[ \frac{\partial \phi}{\partial n}|_\Gamma = \frac{\partial H_y}{\partial n}|_\Gamma = 0, \]

where \( \Gamma \) refers the boundary of the waveguide and is written as the following equation for an ellipse:

\[ \left( \frac{x}{a} \right)^2 + \left( \frac{y}{b} \right)^2 = 1. \]

Here, the parameters \( a \) and \( b \) are semi-major axis and semi-minor axis, respectively, and eccentricity \( e = (\sqrt{a^2 - b^2}/a) \).

The purpose of the study is to solve the eigenvalue \( k_c \) of the resultant matrix obtained from the Helmholtz equation. Once the eigenvalues are known, the cutoff wavelengths of the waveguides can be computed. The application of the MFS to solve the Helmholtz equation for the TM and TE modes is discussed in the following sections.

3. APPLICATION OF MFS

The MFS makes use of the field variables known at the boundary to obtain the solution for the interior of the domain. From the principle of the MFS, for a given governing equation, the free-space Green’s function needs to be satisfied. In the present cases, the free-space Green’s function is written for the Helmholtz equation as follows:

\[ \nabla^2 G(\bar{x}) + k_c^2 G(\bar{x}) = -\delta(\bar{x} - \bar{\xi}), \tag{5} \]

where \( \delta(\bar{x} - \bar{\xi}) \) is the Dirac delta function, \( \bar{x} \) is the position of the field point, and \( \bar{\xi} \) is the position of the source point. From these conditions (consider in polar coordinate), \( \nabla^2 G(\bar{x}, \bar{\xi}) + k_c^2 G(\bar{x}, \bar{\xi}) = 0 \) can be obtained as expected at \( r = 0 \). So the following form can be solved. Eq. (5) can simply be solved by \( r^2 G'' + r G' + (k_c^2 r^2 - 0)G = 0 \). The fundamental solution can be solved by...
using the Bessel function, where \( G(r_i) = (-i/4) H^{2i}_0(k_c r_i) = (-i/4) [J_0(k_c r_i) - i Y_0(k_c r_i)] \) is the fundamental solution. Using the above expression, the approximate solution for the Helmholtz equation is obtained as follows:

\[
\phi(\mathbf{x}) = \sum_{j=1}^{N} \alpha^p_j G(r_j). \tag{6}
\]

For the case of TE mode, the Neumann boundary condition to be used by MFS is stated as follows:

\[
\frac{\partial \phi}{\partial n}(\mathbf{x}) = \sum_{j=1}^{N} \alpha^p_j \frac{\partial G(r_j)}{\partial n}, \tag{7}
\]

and the normal derivative is expressed by the following expression:

\[
\frac{\partial G(r_i)}{\partial n_i} = \frac{\partial G(r_j)}{\partial r} \frac{\partial r}{\partial n_i} = -\left[ \frac{\hat{r} \cdot \hat{n}}{4r} \right] J_1(k_c r_j) + i Y_1(k_c r_j)]. \tag{8}
\]

where \( \alpha^p_j \) denotes the coefficients to be determined using the boundary values by the method of collocation, \( \phi(\mathbf{x}) \) is the displacement of the \( i^{th} \) node, \( r_i \) is the distance between the \( i^{th} \) and the \( j^{th} \) nodes and is defined as \( r_{ij} = |\mathbf{r}_i - \mathbf{r}_j| \), \( H^{2i}_0 \) is the second Hankel function of order zero, \( J_1 \) is the Bessel function of the first kind of order zero, \( Y_0 \) is the Bessel function of the first kind of order one, \( Y_1 \) is the Bessel function of the second kind of order one, and \( N \) is the number of source points.

From Eqs. (6) and (7), the approximate solution using MFS is expressed in matrix form by the following expression:

\[
[A^N_p][\alpha^{p}] = [\phi], \tag{9}
\]

where the coefficient matrix \([A^N_p]\) contains the summation of the radial basis functions for the Helmholtz equation for the solution domain \( \Omega \).

In the case of the MFS, the first step in obtaining the approximate solution is the determination of the values of \( \alpha^p_j \) for the solution domain using the boundary values. For the case of the cutoff wavelengths \( \lambda_c \) of the elliptical-waveguides problem, the

**TABLE 1 Normalized Cutoff Wavelengths of TM Modes for \( e = 0.1 \)**

<table>
<thead>
<tr>
<th>Analytical (Ref. [4])</th>
<th>MFS</th>
<th>RBF (Ref. [8])</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N = 20 )</td>
<td>( N = 25 )</td>
<td>( N = 49 )</td>
</tr>
<tr>
<td>1</td>
<td>2.6062</td>
<td>2.6062</td>
</tr>
<tr>
<td>2</td>
<td>1.6377</td>
<td>1.6377</td>
</tr>
<tr>
<td>3</td>
<td>1.6336</td>
<td>1.6336</td>
</tr>
<tr>
<td>4</td>
<td>1.2204</td>
<td>1.2204</td>
</tr>
<tr>
<td>5</td>
<td>1.2204</td>
<td>1.2204</td>
</tr>
<tr>
<td>6</td>
<td>1.1353</td>
<td>1.1353</td>
</tr>
<tr>
<td>7</td>
<td>0.9823</td>
<td>0.9823</td>
</tr>
<tr>
<td>8</td>
<td>0.9823</td>
<td>0.9823</td>
</tr>
<tr>
<td>9</td>
<td>0.8945</td>
<td>0.8945</td>
</tr>
</tbody>
</table>
behavior for the TM and TE modes at the Dirichlet and Neumann boundary conditions are zero. In the above equation, the right-hand side is zero because of the Dirichlet and Neumann boundary conditions. But from the basic principle of the MFS, the values of \( \alpha \) cannot be zero; hence, in order to satisfy Eq. (9), the coefficient matrix [A] has to be singular. Using the SVD technique, the singular matrix [A] can be solved for the eigenvalues \( k_c \) of the matrix. These eigenvalues \( k_c \) are nothing but the characteristics of the coefficient matrix; in other words, the wavenumbers for the waveguide problem. From the plot of minimum singular values of the matrix versus \( k_c \), the local minimum of the determinant can be found as the eigenvalues using the SVD technique. After determining the eigenvalues, the eigenmodes are obtained by setting a normalized value to be one in an element for the nontrivial vector. By substituting the eigenvalues and boundary mode into Eq. (6), the interior mode can be obtained. The MFS requires mesh points only at the boundary in order to determine the values of \( \alpha \) and the values of the field variable in the interior domain can be computed by means of interpolation using the semi-analytics solution of Eq. (6). This makes the present numerical scheme nearly a meshless procedure, which is highly efficient for handling such eigenmode problems.

4. NUMERICAL RESULTS

The determination of the cutoff wavelength of elliptical waveguides in TM and TE modes, as considered by Jiang et al. [7]
TABLE 2 Normalized Cutoff Wavelengths of TE Modes for $e = 0.1$

<table>
<thead>
<tr>
<th>Analytical (Ref. [4])</th>
<th>MFS $N = 20$</th>
<th>MFS $N = 25$</th>
<th>RBF (Ref. [8]) $N = 49$</th>
<th>RBF (Ref. [8]) $N = 171$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 3.4119</td>
<td>3.4119</td>
<td>3.4119</td>
<td>3.3854</td>
<td>3.4039</td>
</tr>
<tr>
<td>2 3.3962</td>
<td>3.3962</td>
<td>3.3962</td>
<td>3.3700</td>
<td>3.3936</td>
</tr>
<tr>
<td>3 2.0521</td>
<td>2.0521</td>
<td>2.0521</td>
<td>2.0479</td>
<td>2.0516</td>
</tr>
<tr>
<td>4 2.0520</td>
<td>2.0520</td>
<td>2.0520</td>
<td>2.0749</td>
<td>2.0515</td>
</tr>
<tr>
<td>5 1.6356</td>
<td>1.6356</td>
<td>1.6356</td>
<td>1.6482</td>
<td>1.6372</td>
</tr>
<tr>
<td>6 1.4918</td>
<td>1.4918</td>
<td>1.4918</td>
<td>1.5049</td>
<td>1.4943</td>
</tr>
<tr>
<td>7 1.4918</td>
<td>1.4918</td>
<td>1.4918</td>
<td>1.5048</td>
<td>1.4943</td>
</tr>
<tr>
<td>8 1.1786</td>
<td>1.1786</td>
<td>1.1786</td>
<td>1.2003</td>
<td>1.1868</td>
</tr>
<tr>
<td>9 1.1786</td>
<td>1.1786</td>
<td>1.1786</td>
<td>1.2003</td>
<td>1.1868</td>
</tr>
</tbody>
</table>

and the analytical solutions [4], is taken as a test problem in the present work. Initially, the application of the MFS to solve the Helmholtz equation results in a singular matrix, as given by Eq. (9). The eigenvalues are first obtained by solving the singular matrix using the SVD technique. The points distribution is shown in Figure 1. And Figures 2(a)–2(d) show the plots of singular values versus the $(2m/k_e)$. The minimum values of the above plots in the $x$-axis gives the required cutoff wavelengths, which are characteristic of the singular matrix.

4.1 Cutoff Wavelengths of TM Mode for $e = 0.1$

The cutoff wavelengths for the TM mode with $e = 0.1$ are solved by using the SVD technique, and these results are tabulated along with the results of Jiang et al., as shown in Table 1. The phenomenon of vibrating eigenmodes of TM mode are shown in Figure 3. In order to improve the accuracy of the prediction, Jiang et al. used two different meshes having $N = 49$ points and $N = 171$ points for both the TM and TE modes for eccentricity values equal to 0.1 and 0.9, respectively. Since the MFS solves only the number of equations equal to the number of boundary points of the solution domain, our method could produce the results as that of Jiang et al. obtained with a greater number of mesh points, as seen from Table 1. We also increased the number of boundary points in order to improve the accuracy of our predictions. The results obtained with $N = 25$ give almost the same results as that of $N = 20$, but at the same time agreed closely with the analytical solutions [4]. One can easily infer that our results are even better than the results of Jiang et al. [8], which were obtained with $N = 49$. Also, they can achieve the less accurate results by using the node point $N = 171$, whereas we have closely achieved almost indentical solutions to the analytical results in [4], even with $N = 25$.

4.2 Cutoff Wavelengths of TE Mode for $e = 0.1$

Using the SVD technique, the cutoff wavelengths for the TE mode are obtained for $e = 0.1$. Table 2 shows the comparison of the present results with those of Jiang et al. For the lower values of eccentricity, the MFS results obtained using $N = 20$ and $N = 25$ do not show much difference, as observed in the table. At the same time, the present results are in close agreement with the analytical results [4]. But the RBF method [7] could not produce results closer to the analytical solutions even using a finer mesh of $N = 171$. One can easily observe that the difference between the RBF results and the analytical results has increased with finer grid points, as observed in the last column of Table 3. This is another proof that the MFS can predict results of the cutoff wavelengths more accurately than other numerical methods.

4.3 Cutoff Wavelengths of TM Mode for $e = 0.9$

The results for the cutoff wavelengths are also obtained for $e = 0.9$ using $N = 20$ and $N = 25$ for the MFS method. A comparison of our results with those of Jiang et al. [8] for two different meshes is shown in Table 3. The vibrating eigenmodes phenomenon of TM mode is described in Figure 4. Although results closer to the analytical solutions [4] were achieved using only $N = 20$ for the case of $e = 0.1$, a slightly finer mesh ($N = 25$) is required for obtaining results closer to the analytical solution for the case of $e = 0.9$. But again the number of points used in the MFS method is much less compared to the number of points used by Jiang et al. [7]. It can be observed from Table 3 that even with $N = 171$, the method used by the above authors could not predict the cutoff wavelengths closer to the analytical solution [4]. This proves that the MFS is capable of predicting the TM-mode cutoff wavelengths more accurately than other numerical methods and also that it requires a lower number of grid points to achieve results closer to the analytical solutions [4].

4.4 Cutoff Wavelengths of TE Mode for $e = 0.9$

The cutoff wavelengths for the case of the TE mode with $e = 0.9$ are obtained by using the MFS method. These results are shown in Table 4 along with the results of Jiang et al. [7] for different values of grid points. The tabulated results indicate that the present results obtained using $N = 25$ are almost the same as that of the analytical solution [4]. Even with $N = 20$, our results are very close to the analytical results. However, the results obtained using RBF method [7] with $N = 171$ are quite far from the analytical solutions. We have observed from the above results that the MFS can predict the cutoff wavelengths accurately almost independently of the mesh sizes, whether $N = 20$ or $N = 25$ for small as well as larger values of eccentricity, but the RBF method is found to be very sensitive for the value of eccentricity.

5. CONCLUSION

The 2D homogeneous Helmholtz equation governing the cutoff wavelengths of elliptical waveguides behavior has been solved using the MFS along with the SVD technique. The ability of the MFS to compute the eigenvalues and eigenmodes of TM and TE modes for an elliptical waveguide has been tested successfully. The cutoff wavelengths calculated for the TM and TE modes of the elliptical waveguide with $e = 0.1$ and 0.9 show very good agreement with the analytical results. A significant saving in computational effort and time can be achieved by using the MFS to solve the Helmholtz equation, since the MFS does not require the interior grid points. The MFS can predict the cutoff wavelengths more accurately, even with a coarse mesh, as compared to those of the RBF method obtained with a relatively finer mesh.

TABLE 3 Normalized Cutoff Wavelengths of TM Waves for $e = 0.9$

<table>
<thead>
<tr>
<th>Analytical (Ref. [4])</th>
<th>MFS $N = 20$</th>
<th>MFS $N = 25$</th>
<th>RBF (Ref. [8]) $N = 49$</th>
<th>RBF (Ref. [8]) $N = 171$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1.4906</td>
<td>1.4908</td>
<td>1.4906</td>
<td>1.4915</td>
<td>1.4906</td>
</tr>
<tr>
<td>2 1.1607</td>
<td>1.1607</td>
<td>1.1607</td>
<td>1.1693</td>
<td>1.1609</td>
</tr>
<tr>
<td>3 0.9375</td>
<td>0.9375</td>
<td>0.9375</td>
<td>0.9403</td>
<td>0.9382</td>
</tr>
<tr>
<td>4 0.8093</td>
<td>0.8093</td>
<td>0.8093</td>
<td>0.8449</td>
<td>0.8093</td>
</tr>
<tr>
<td>5 0.7803</td>
<td>0.7799</td>
<td>0.7803</td>
<td>0.8099</td>
<td>0.7781</td>
</tr>
<tr>
<td>6 0.7083</td>
<td>0.7071</td>
<td>0.7083</td>
<td>0.7070</td>
<td>0.7084</td>
</tr>
<tr>
<td>7 0.6651</td>
<td>0.6642</td>
<td>0.6651</td>
<td>0.7052</td>
<td>0.6643</td>
</tr>
<tr>
<td>8 0.6262</td>
<td>0.6260</td>
<td>0.6262</td>
<td>0.6686</td>
<td>0.6248</td>
</tr>
<tr>
<td>9 0.5780</td>
<td>0.5761</td>
<td>0.5780</td>
<td>0.6402</td>
<td>0.5748</td>
</tr>
</tbody>
</table>
Also, the stability of the MFS is highly reliable with varying values of eccentricity in the computation of cutoff wavelengths. This demonstrates that the MFS is a potential meshless numerical scheme for solving eigenvalue problems.
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### TABLE 4 Normalized Cutoff Wavelengths of TE Waves for \( e = 0.9 \)

<table>
<thead>
<tr>
<th></th>
<th>MFS</th>
<th>RBF (Ref. [8])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical (Ref. [4])</td>
<td>( N = 20 )</td>
<td>( N = 25 )</td>
</tr>
<tr>
<td>1</td>
<td>3.3482</td>
<td>3.3481</td>
</tr>
<tr>
<td>2</td>
<td>1.8287</td>
<td>1.8287</td>
</tr>
<tr>
<td>3</td>
<td>1.5650</td>
<td>1.5649</td>
</tr>
<tr>
<td>4</td>
<td>1.2654</td>
<td>1.2654</td>
</tr>
<tr>
<td>5</td>
<td>1.2292</td>
<td>1.2292</td>
</tr>
<tr>
<td>6</td>
<td>0.9986</td>
<td>0.9986</td>
</tr>
<tr>
<td>7</td>
<td>0.9698</td>
<td>0.9698</td>
</tr>
<tr>
<td>8</td>
<td>0.8340</td>
<td>0.8340</td>
</tr>
<tr>
<td>9</td>
<td>0.8177</td>
<td>0.8175</td>
</tr>
</tbody>
</table>

Figure 4: Phenomena of the TM mode for \( e = 0.9 \): (a) \( k_c = 4.2 \); (b) \( k_c = 5.4 \); (c) \( k_c = 6.7 \); (d) \( k_c = 7.7 \)
Polarization-mode dispersion (PMD) effect on monitoring optical signal-to-noise ratio (OSNR) by polarization-nulling technique has been investigated. Without PMD, the maximum and minimum optical power is measured using the polarization-nulling method to provide accurate OSNR. Due to the difference in arrival time for the two component pulses, it is impossible to transfer the pulse to a linear polarization state. The output power after the polarizer will depend on both the OSNR and differential group delay (DGD). It is impossible to transfer the pulse to a linear-polarization state by rotating a quarter-wave plate. The output power after the polarizer depends on both the OSNR and differential group delay (DGD). In this paper, the decreasing accuracy of the polarization-nulling method due to the PMD effect is calculated.

**ANALYSIS**

PMD induces a shift in the time domain between the two principal states of the output E-field. The time-varying output electric-field vector \( \mathbf{E}_o(t) \) from the fiber with PMD has the general form

\[
\mathbf{E}_o(t) = c_+ \hat{\mathbf{e}}_+ \mathbf{E}_{m+}(t + \tau_+) + c_- \hat{\mathbf{e}}_- \mathbf{E}_{m-}(t + \tau_-),
\]

where \( \mathbf{E}_{m\pm}(t) \) is the time-varying input field, \( c_+ \) and \( c_- \) are complex weighting coefficients, and \( \hat{\mathbf{e}}_+ \) and \( \hat{\mathbf{e}}_- \) are unit vectors of the output principal states. Figure 1 shows the output principal states with a differential delay due to PMD. It is impossible to transfer the whole pulse to a linearly polarized pulse. This PMD-induced depolarization effect results in the increase (decrease) minimum (maximum) of optical power measured after polarization. Obviously, the ratio between the maximum and minimum \( R \) depends on OSNR, accumulated DGD \( \Delta \tau \), bit rate, and the powersplitting ratio of the input signal light along the two principal states of polarization (PSP) \( \gamma \) as follows:

\[
R = f(OSNR, B\Delta \tau, \gamma),
\]

where \( B \) is the bit rate. If the linear-polarizer transmission azimuth reaches the angle \( \theta \) with the principal polarization state axis, its matrix \( \mathbf{M}_\theta \) can be obtained through the relation:

\[
\mathbf{M}_\theta = \mathbf{R}(-\theta)\mathbf{M}_o\mathbf{R}(\theta),
\]

in which the matrix \( \mathbf{R}(\theta) \) is the matrix of the base change between the reference system of the principal polarization state and the polarizer. We eventually obtain

\[
\mathbf{M}_\theta = \begin{bmatrix}
    \cos^2 \theta & \sin \theta \cos \theta \\
    \sin \theta \cos \theta & \sin^2 \theta
\end{bmatrix}.
\]

The input Jones vector to the polarizer is given by