A new method for true and spurious eigensolutions of arbitrary cavities using the combined Helmholtz exterior integral equation formulation method
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Integral equation methods have been widely used to solve interior eigenproblems and exterior acoustic problems (radiation and scattering). It was recently found that the real-part boundary element method (BEM) for the interior problem results in spurious eigensolutions if the singular (UT) or the hypersingular (LM) equation is used alone. The real-part BEM results in spurious solutions for interior problems in a similar way that the singular integral equation (UT method) results in fictitious solutions for the exterior problem. To solve this problem, a Combined Helmholtz Exterior integral Equation Formulation method (CHEEF) is proposed. Based on the CHEEF method, the spurious solutions can be filtered out if additional constraints from the exterior points are chosen carefully. Finally, two examples for the eigensolutions of circular and rectangular cavities are considered. The optimum numbers and proper positions for selecting the points in the exterior domain are analytically studied. Also, numerical experiments were designed to verify the analytical results. It is worth pointing out that the nodal line of radiation mode of a circle can be rotated due to symmetry, while the nodal line of the rectangular is on a fixed position. © 2001 Acoustical Society of America. [DOI: 10.1121/1.1349187]

PACS numbers: 43.40.At [PJR]

I. INTRODUCTION

Acoustic problems are generally modeled using the wave equation, which is transient, or by the Helmholtz equation, which is time harmonic. While the solution to the original boundary value problem in the domain exterior to the boundary is perfectly unique for all wave numbers, this is not the case for the corresponding integral equation formulation, which breaks down at certain frequencies known as irregular frequencies or fictitious frequencies. This problem is completely nonphysical because there are no eigenvalues for the exterior problems. Schenck1 proposed a Combined Helmholtz Interior integral Equation Formulation (CHIEF) method, which is easy to implement and is efficient but still has some drawbacks. A review article by Benthien and Schenck2 is referenced. In the case of a fictitious frequency, the resulting coefficient matrix for the exterior acoustic problems becomes singular or ill-conditioned. This means that the boundary integral equations are not linearly independent and the matrix is rank deficient. In order to determine a unique solution, additional constraints for the system of equations are required. The missing constraints or equations can be found by applying the integral equation on a number of points located outside of the domain of interest. When these equations are added to the system of equations, we have an overdetermined system of equations which can be solved in a least-squares sense. Schenck1 introduced this method and proved that the resulting solution is unique. But, how can we decide where to place the interior points efficiently and how many numbers of extra equations are needed? When an interior point is placed on the node of the associated interior nodes in CHIEF, it will not add an effective constraint to the system of equations, i.e., the extra equation is not linearly independent. For a general geometry, these nodal lines are not known a priori and this has been one of the difficulties of this method. Particularly, the problem becomes worse for the high frequency range. Wu et al.3 introduced a method called CHIEF-block, in which the interior integral equation is satisfied in a weighted residual sense over a small region, called blocks, instead of discrete points. Since the interior eigensolutions cannot have a nodal block, this technique is effective. Juhl4 and Poulin5 proposed the CHIEF method in conjunction with the singular value decomposition (SVD) technique. This method is easy and efficient and produces a unique solution for the exterior problem.

For interior problems, eigensolutions are often encountered not only in vibration problems but also in acoustics. Since exact solutions are not always available, numerical methods are needed. Based on the complex-valued boundary element method (BEM),6 the eigenvalues and eigenmodes can be determined. Nevertheless, complex computation is time consuming and not simple. To avoid complex computation, Nowak and Neves7 proposed a multiple reciprocity method (MRM) in real-domain computation only. Tai and
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Shaw employed only real-part kernels to solve the eigenproblem. A simplified method using only the real-part or imaginary-part kernel was also presented by De Mey. Although De Mey found that the zeros for a real-part determinant may be different from those for an imaginary-part determinant, the spurious solutions are not discovered if only a real-part formulation is employed. For a membrane vibration problem, Hutchinson also employed real-part kernels to solve the membrane vibration. He found the spurious modes and proposed a filtering-out technique by examining the modal shapes. However, this technique may fail in some cases discussed by Chen et al. This method using only the real-part BEM was later found to be equivalent to the multiple reciprocity method (MRM) if the zeroth-order fundamental solution in the MRM is properly chosen. Chen and Wong found that the MRM also results in spurious eigensolutions for one-dimensional examples. Numerical experiments using only the real-part kernels were performed for a two-dimensional case. The spurious solutions in MRM and real-part BEM were filtered out using the SVD technique. The relations among the conventional MRM, complete MRM, real-part BEM, and complex-valued BEM were discussed by Chen. It is obvious that one advantage of using only the real-part kernels is that real-valued computation is considered instead of complex-valued computation as used in the complex-valued BEM. Another benefit is that the lengthy derivation for the MRM can be avoided. However, two drawbacks of the real formulation have been found to be the occurrence of spurious eigenvalues as mentioned in Refs. 14–16 and 19, and the failure when it is applied to problems with a degenerate boundary. To deal with these two problems, the framework of a real-part dual BEM was constructed to filter out the spurious eigenvalues and to avoid the nonuniqueness solution for problems with a degenerate boundary at the same time. As for the latter problem, the dual formulation is a key step method to solve the problems with a degenerate boundary. As for the former problem, the reason why spurious eigenvalues occur in the MRM or the real-part BEM is the loss of the constraints in the imaginary part, which was investigated by Yieh et al. The smaller number of constraint equations makes the solution space larger. The spurious eigensolutions can be filtered out using many alternatives: e.g., the complex-valued formulation, the domain partition technique, and the dual formulation in conjunction with SVD. Using the dual MRM or the real-part dual BEM, spurious eigenvalues can be filtered out by checking the residue between the singular and hypersingular equations.

In this study, we employed the CHEEF BEM to filter out the spurious solutions for two-dimensional interior acoustic problems. The corresponding relationship between the CHIEF and CHEEF methods will be discussed. The optimum number and position for the interior points will be studied analytically and verified numerically. After assembling the CHEEF equations, an SVD technique is employed to determine the eigenvalues, multiplicity, and boundary modes. The boundary modes can be extracted easily from the right unitary matrix in SVD. Two examples for circular and rectangular domains with the Dirichlet boundary conditions are demonstrated to check the validity of the proposed method analytically and numerically.

II. REVIEW OF THE CHIEF METHOD FOR A TWO-DIMENSIONAL EXTERIOR ACOUSTIC PROBLEM USING THE SINGULAR INTEGRAL FORMULATION

Consider an acoustic problem which has the following governing equation:

\[ \nabla^2 u(x) + k^2 u(x) = 0, \quad x \in D, \]

where \( D \) is the domain of interest, as shown in Fig. 1, \( x \) is the domain point, \( u \) is the acoustic pressure, and \( k \) is the wave number defined by the angular frequency divided by the sound speed. The boundary conditions are shown as follows:

\[ u(x) = \bar{u}, \quad x \in B, \]

where \( B \) denotes the boundary enclosing \( D \).

The acoustic field can be described using the following integral equation:

\[ 2\pi u(x) = \int_B T(s,x)u(s)dB(s) - \int_B U(s,x) \frac{\partial u(s)}{\partial n_s} dB(s), \quad x \in D, \]

where \( T(s,x) \) is defined using

\[ T(s,x) = \frac{\partial U(s,x)}{\partial n_s}, \]

in which \( n_s \) represents the outward normal at point \( s \) on the boundary and \( U(s,x) \) is the fundamental solution which satisfies

\[ \nabla^2 U(x,s) + k^2 U(x,s) = \delta(x-s), \quad x \in D, \]
where $\delta(x-s)$ is the Dirac delta function. By moving the field point $x$ in Eq. (3) to the smooth boundary, the boundary integral equation for the boundary point can be obtained as follows:

$$\pi u(x) = \text{C.P.V.} \int_B T(s,x)u(s)dB(s) - \text{R.P.V.} \int_B U(s,x) \frac{\partial u(s)}{\partial n_s} dB(s), \ x \in B,$$

where C.P.V. is the Cauchy principal value and R.P.V. is the Riemann principal value. By moving the point $x$ from the exterior domain ($D'$) to the interior domain ($D^i$), the boundary integral equation for the interior point can be obtained as follows:

$$0 = \int_B T(s,x)u(s)dB(s) - \int_B U(s,x) \frac{\partial u(s)}{\partial n_s} dB(s), \ x \in D^i.$$  

(7)

After Eq. (7) is added to Eq. (6), we can produce an over-determined system of equations.

By discretizing the boundary $B$ into the boundary elements in Eq. (6), we have the algebraic system as follows:

$$\pi[u] = [T][u] - [U][t],$$

(8)

where $t = \partial u(s)/\partial n_s$, and the $[U]$ and $[T]$ matrices are the corresponding influence coefficient matrices resulting from the $U$ and $T$ kernels, respectively. The detailed derivation can be found in Refs. 15 and 23. Equation (8) can be rewritten as

$$[\bar{T}][u] = [U][t],$$

(9)

where $[\bar{T}] = [T] - \pi[T]$. For simplicity, the Dirichlet radiation problem, i.e., $[u] = \bar{u}$ is considered in Eq. (9). Therefore, we obtain the following equation:

$$[U][t] = [\bar{T}][\bar{u}].$$

(10)

We can rewrite the singular equations as follows:

$$[U^B(k)]_{2N \times 2N}[t]_{2N \times 1} = [q_1]_{2N \times 1},$$

(11)

where the superscript $B$ denotes the boundary, and $[q_1] = [\bar{T}][\bar{u}]$ and $2N$ is the number of boundary elements. Similarly, discretization of Eq. (7) can have

$$[U^I(k)]_{a \times 2N}[t]_{2N \times 1} = [q_2]_{a \times 1},$$

(12)

where $[q_2] = [\bar{T}][\bar{u}]$, subscript $a$ indicates the number of additional interior points and the number of selected points $a \geq 1$, and superscript $I$ denotes the interior domain. We can merge the two matrices in Eqs. (11) and (12) together to obtain an overdetermined system

$$[C(k)]_{(2N+a) \times 2N}[u]_{2N \times 1} = [q]_{(2N+a) \times 1},$$

(13)

where $[q]$ is assembled by $[q_1]$ and $[q_2]$, the $[C(k)]$ matrix is composed by the $[U^B]$ and $[U^I]$ matrices as shown below

$$[C(k)]_{(2N+a) \times 2N} = \begin{bmatrix} [U^B(k)] \\ [U^I(k)] \end{bmatrix}$$

(14)

for the Dirichlet problem. Therefore, an over-determined system is obtained to ensure a unique solution. Similarly, we can extend the Dirichlet problem to the Neumann problem.

### III. REVIEW OF THE REAL-PART DUAL BEM FOR A TWO-DIMENSIONAL INTERIOR ACOUSTIC PROBLEM

According to the findings by Yeih et al.\textsuperscript{21} and Kamiya et al.\textsuperscript{26} the series forms of the kernels in the MRM are no more than the real parts of the closed-form kernels in the complex-valued BEM. The closed-form kernels for the real-part of BEM are shown below

$$U(s,x) = \frac{\pi \rho_0(kr)}{2},$$

(15)

$$T(s,x) = \frac{k \pi}{2} Y_1(kr) \frac{y_i n_i}{r},$$

(16)

where $Y_1(kr)$ denotes the second-order kind Bessel function with order $n$, $n_i$ denote the $i$th components of the normal vectors at $s$, and $y_i = s_i - x_i$. In order to filter out the spurious eigenvalues, Chen and Wong\textsuperscript{14} developed the dual method by taking the normal derivative of the first equation [Eq. (3)]. The second equation of the dual boundary integral equation for the domain point $x$ can be derived as follows:

$$2 \pi \frac{\partial u(x)}{\partial n_x} = \int_B M(s,x)u(s)dB(s)$$

$$- \int_B L(s,x) \frac{\partial u(s)}{\partial n_s} dB(s), \ x \in D,$$

(17)

where $D$ is the domain of interest as shown in Fig. 2, and

$$L(s,x) = \frac{\partial U(s,x)}{\partial n_x},$$

(18)

$$M(s,x) = \frac{\partial^2 U(s,x)}{\partial n_x \partial n_s},$$

(19)

in which $n_s$ represents the outnormal direction at point $x$. For the real-part BEM, the closed forms for the $L$ and $M$ kernels are shown below

$$L(s,x) = \frac{k \pi}{2} Y_1(kr) \frac{y_i n_i}{r},$$

(20)
By moving the field point \( x \) in Eq. (17) to the smooth boundary, the boundary integral equations for the boundary point can be obtained as follows:

\[
\pi \frac{\partial u(x)}{\partial n_x} = \text{H.P.V.} \int_B M(s,x)u(s)dB(s)
\]

\[-C.P.V. \int_B L(s,x)\frac{\partial u(s)}{\partial n_s}dB(s), \quad x \in B,
\]

where H.P.V. is the Hadamard (Mangler) principal value. By moving the interior point \( x \) to the exterior domain, the boundary integral equations for the exterior point can be obtained as follows:

\[
0 = \int_B M(s,x)u(s)dB(s) - \int_B L(s,x)\frac{\partial u(s)}{\partial n_s}dB(s), \quad x \in D^c.
\]

By discretizing the boundary \( B \) into boundary elements in Eq. (6) and Eq. (22), we have the dual algebraic system as follows:

\[
\pi \{u\} = [T]\{u\} - [U]\{t\},
\]

\[
\pi \{t\} = [M]\{u\} - [L]\{t\},
\]

where the \([U]\), \([T]\), \([L]\), and \([M]\) matrices are the corresponding influence coefficient matrices resulting from the \( U \), \( T \), \( L \), and \( M \) kernels, respectively. Equation (24) and Eq. (25) can be rewritten as

\[
[T]\{u\} = [U]\{t\},
\]

\[
[M]\{u\} = [L]\{t\},
\]

where \([T] = [T] - \pi[T]\) and \([L] = [L] + \pi[L]\). For the Neumann problem, the eigenequation obtained from the UT and LM equations in Eqs. (26) and (27) can be rewritten as

\[
[T(k)]_{2N \times 2N}\{u\}_{2N \times 1} = \{0\},
\]

\[
[M(k)]_{2N \times 2N}\{u\}_{2N \times 1} = \{0\},
\]

By employing the real-part dual BEM, we merge the two matrices in Eqs. (28) and (29) together to obtain an overdetermined system

\[
[A(k)]_{4N \times 2N}\{u\}_{2N \times 1} = \{0\},
\]

where the \([A(k)]\) matrix is assembled by the \([T]\) and \([M]\) matrices as shown below:

\[
[A(k)]_{4N \times 2N} = \begin{bmatrix}
[T(k)] \\
[M(k)]
\end{bmatrix}
\]

for the Neumann problem. Also, an overdetermined system is obtained. Similarly, we can extend the Neumann problem to the Dirichlet problem. To distinguish spurious eigenvalues, we can use the SVD technique. Using the real-part dual BEM, spurious eigenvalues can be filtered out. The main advantage of this method is that it can solve problems in the real domain. However, the dimension of \([A]\) is \(4N\) by \(2N\). To reduce the dimension, the CHEEF method is proposed in the following section.

**IV. THE CHEEF METHOD FOR AN INTERIOR TWO-DIMENSIONAL ACOUSTIC PROBLEM IN CONJUNCTION WITH SVD TECHNIQUE**

Based on the concept of the CHEEF method, we extend the CHEEF for exterior problems to the CHEEF method for interior problems. Since only the real-part formulation (MRM or real-part BEM) is of concern, one approach to obtaining enough constraints for the eigenequation instead of obtaining the imaginary part of the complex-valued formulation is to derive additional equations on exterior points. This method is similar to the CHEEF method. For simplicity, we will deal with the Dirichlet problem. Therefore, we can obtain the following equation:

\[
[U(k)]\{t\} = \{0\}.
\]

Now, we present a more efficient way to filter out spurious eigenvalues which can avoid determining the threshold for the smooth boundary mode in advance. We can rewrite the singular equation and additional equations by collocating on the exterior points, as follows:

\[
[U^{B}(k)]_{2N \times 1} = \{0\},
\]

\[
[U^{E}(k)]_{2N \times 1} = \{0\},
\]

where the number of selected points \(a \geq 1\) and \(E\) denote the exterior domain, respectively. To filter out spurious eigenvalues using the SVD technique, we can merge the two matrices in Eqs. (33) and (34) together to obtain an overdetermined system

\[
[G(k)]_{(2N+a) \times 2N}\{t\}_{2N \times 1} = \{0\},
\]

where the \([G(k)]\) matrix with dimension \((2N+a)\) by \(2N\) instead of \(4N\) by \(2N\) in Eq. (30), is derived from the \([U^{B}]\) an additional \([U^{E}]\) matrix as shown below

\[
[G(k)]_{(2N+a) \times 2N} = \begin{bmatrix}
[U^{B}(k)] \\
[U^{E}(k)]_{(2N+a) \times 2N}
\end{bmatrix}
\]

for the Dirichlet problem.

Even though the \([G(k)]\) matrix has dependent rows resulting from the degenerate boundary, the SVD technique can still be employed to find all the true eigenvalues since enough constraints are imbedded in the overdetermined matrix, \([G(k)]\). As for the true eigenvalues, the rank of the \([G(k)]\) matrix with dimension \((2N+a)\) by \(2N\) must be at most \(2N-1\) to have a nontrivial solution. As for the spurious eigenvalues, the rank must be \(2N\) to obtain a trivial solution. Based on this criterion, the SVD technique can be employed to detect the true eigenvalues by checking whether or not the first minimum singular value, \(\sigma_{1}\), is zero. Since discretization creates errors, very small values for \(\sigma_{1}\), but not exactly zeros, will be obtained when \(k\) is near the critical wave number. In order to avoid determining the threshold for the zero numerically, a value of \(\sigma_{1}\) closer to zero must be obtained using a smaller increment near the critical wave number.
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number, $k$. Such a value is confirmed to be a true eigenvalue. For the true eigenvalues with multiplicity of 2, we can consider the eigenvalues which make $\sigma_2 = 0$ and $\sigma_1 = 0$ at the same $k$ value.

Since Eq. (36) is overdetermined, we will consider a linear algebra problem with more equations than unknowns
\[ [A]_{m \times n} x = b, \quad m > n, \]
where $m$ is the number of equations, $n$ is the number of unknowns, and $[A]$ is the leading matrix, which can be decomposed into
\[ [A]_{m \times n} = [U]_{m \times m} [\Sigma]_{m \times n} [V]^*, \]
where $[U]$ is a left unitary matrix constructed by the left singular vectors $(u_1, u_2, u_3, \ldots, u_m)$, $[\Sigma]$ is a diagonal matrix which has singular values $\sigma_1, \sigma_2, \ldots, \sigma_n$ allocated in a diagonal line as
\[
[\Sigma] = \begin{bmatrix}
\sigma_1 & \cdots & 0 \\
0 & \ddots & 0 \\
0 & \cdots & \sigma_n \\
0 & \cdots & 0
\end{bmatrix}, \quad m > n,
\]
in which $\sigma_n \geq \sigma_{n-1} \cdots \geq \sigma_1$ and $[V]^*$ is the complex conjugate transpose of a right unitary matrix constructed by the right singular vectors $(v_1, v_2, v_3, \ldots, v_m)$. As we can see in Eq. (39), there exist at most $n$ nonzero singular values. This means that we can find at most $n$ linear independent equations in the system of equations. If we have $p$ zero singular values ($0 \leq p \leq n$), this means that the rank of the system of equations is equal to $n - p$. However, the singular value may be very close to zero numerically, resulting in rank deficiency. For a general eigenproblem as shown in this paper, the $[G(k)]$ matrix with dimension $(2N + a)$ by $2N$ will have a rank of $2N - 1$ for the true eigenvalue with multiplicity 1 and $\sigma_1 = 0$, theoretically. For the true eigenvalues with multiplicity 2, $Q$, the rank of $[G(k)]$ will be reduced to $2N - Q$ in which $\sigma_1, \sigma_2, \ldots, \sigma_Q$ are zeros, theoretically. In other words, the matrix has a nullity of $Q$. In the case of spurious eigenvalues, the rank for the $[G(k)]$ matrix is $2N$, and the minimum singular value is not zero. Determining the eigenvalues of the system of equations has now been transformed into finding the values of $k$ which make the rank of the leading coefficient matrix smaller than $2N$. This means that when $m = 2N + a, n = 2N$ and $D_{(2N+a)\times 1} = 0$, the eigenvalues will make $p = 1$, such that the minimum singular values must be zero or very close to zero. Since we have employed the SVD technique to filter out the spurious eigenvalues, we can obtain the boundary mode by extracting the right unitary vector in SVD.

According to the definition of SVD, we have
\[ [A]v_q = \sigma_q u_p, \quad p = 1, 2, 3, \ldots, n, \]
where $u$ and $v$ are the left and right unitary vectors, respectively. By choosing the $q$th zero singular value, $\sigma_q$, and substituting the $q$th right eigenvector, $v_q$, into Eq. (40), we have
\[ [A]v_q = 0u_p, \quad q = 1, 2, 3, \ldots, Q. \]

According to Eq. (41), the nontrivial boundary mode is found to be the column vector of $v_q$ in the right unitary matrix.

When we take all of the $2N + a$ equations into account, these apparently cause the rank of the leading coefficient matrix to be equal to $2N - 1$ for the true eigenvalue with multiplicity 1. The boundary modes can be obtained from the $[V]$ matrix in Eq. (38) using SVD. Another advantage for using SVD is that it can determine the multiplicities for the true eigenvalues by finding the number of successive zeros in the singular values.

V. ANALYTICAL STUDY OF THE FAILURE POINTS IN THE CHEEF METHOD

In Refs. 27–29, the real-part $U$ kernel can be expanded into
\[ U(s, x) = \frac{\pi}{2} Y_0(kr) = \frac{\pi}{2} Y_0(k\sqrt{r^2 + \rho^2 - 2Rp \cos \theta}), \]
where $x = (\rho, \phi)$ and $s = (R, \theta)$, $\rho$, $r$, $R$, and $\theta$ are shown in Fig. 3. Since $x$ and $s$ are on the boundaries of radius $\rho$ and $R$, respectively, $U(s, x)$ can be expanded into degenerate form as follows:
\[ U(s, x) = \begin{cases} 
U(\theta, 0) = \sum_{n=-\infty}^{\infty} \frac{\pi}{2} \beta_n(k) J_n(k \rho) \cos(n \theta), \quad R > \rho, \\
U(\theta, 0) = \sum_{n=-\infty}^{\infty} \frac{\pi}{2} \beta_n(k) J_n(k \rho) \cos(n \theta), \quad R < \rho,
\end{cases} \]
where the source point $s$ and field point $x(\phi = 0)$ in the two-point function is separated and $J_n(k \rho)$ is the $n$th order Bessel function of the first kind. Equation (43) can also be obtained through the addition theorem for the Hankel function. By superimposing $2N$ constant source distribution $[T]$ along the fictitious boundary with radius $R$ and collocating the $2N$ points on the boundary with radius $\rho$, we have
for the Dirichlet problem, where \( \vec{t}_j \) is the fictitious density of single layer potential distributed on the boundary with radius \( R \), and \([U]\) is the influence matrix with the elements shown below

\[
[U](\vec{t}) = \begin{bmatrix}
a_0 & a_1 & a_2 & \cdots & a_{2N-2} & a_{2N-1} \\
a_{2N-1} & a_0 & a_1 & \cdots & a_{2N-3} & a_{2N-2} \\
a_{2N-2} & a_{2N-1} & a_0 & \cdots & a_{2N-4} & a_{2N-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
a_1 & a_2 & a_3 & \cdots & a_{2N-1} & a_0
\end{bmatrix}
\]

\[
\times \begin{bmatrix}
\vec{t}_0 \\
\vec{t}_1 \\
\vec{t}_2 \\
\vdots \\
\vec{t}_{2N-1}
\end{bmatrix} = \{0\} \quad (44)
\]

Substituting Eq. (49) into Eq. (48), we have

\[
\lambda_l = \sum_{m=0}^{2N-1} a_m \alpha^m = \sum_{m=0}^{2N-1} a_m e^{i(2\pi/2N) ml} \\
l = 0, \pm 1, \pm 2, \ldots, \pm (N-1), N. \quad (51)
\]

According to the definition for \( a_m \) in Eq. (45), we have

\[
a_m = a_{2N-m}, \quad m = 0, 1, 2, \ldots, 2N-1. \quad (52)
\]

Substituting Eq. (52) into Eq. (51), we have

\[
\lambda_l = a_0 + (-1)^l a_N + \sum_{m=1}^{N-1} (\alpha^m + \alpha^{2N-m}) a_m \\
= \sum_{m=0}^{2N-1} \cos(ml\Delta \theta) a_m \quad (53)
\]

Substituting Eq. (45) into Eq. (53), we have

\[
\lambda_l = \sum_{m=0}^{2N-1} \cos(ml\Delta \theta) U(m\Delta \theta, 0) R \Delta \theta \\
= \int_0^{2\pi} \cos(l\theta) U(\theta, 0) R \theta d\theta. \quad (54)
\]

as \( N \) approaches infinity. Equation (54) reduces to

\[
\lambda_l = \int_0^{2\pi} \cos(l\theta) \sum_{m=-\infty}^{\infty} \frac{\pi}{2} Y_m(kR) J_m(k\rho) \cos m\rho R d\theta \\
= \pi^2 R Y_l(kR) J_l(k\rho). \quad (55)
\]

Since the wave number \( k \) is imbedded in each element of the \([U]\) matrix, the eigenvalues for \([U]\) are also functions of \( k \). Finding the eigenvalues for the Helmholtz equation or finding the zeros for the determinant of \([U]\) is equal to finding the zeros for the multiplication of all of the eigenvalues of \([U]\). Based on the following equation:

\[
\lambda_l = \sum_{m=0}^{2N-1} \cos(ml\Delta \theta) a_m \\
= \sum_{m=0}^{2N-1} \cos(ml\Delta \theta) a_m \quad (53)
\]

Substituting Eq. (45) into Eq. (53), we have

\[
\lambda_l = \sum_{m=0}^{2N-1} \cos(ml\Delta \theta) U(m\Delta \theta, 0) R \Delta \theta \\
= \int_0^{2\pi} \cos(l\theta) U(\theta, 0) R \theta d\theta. \quad (54)
\]

as \( N \) approaches infinity. Equation (54) reduces to

\[
\lambda_l = \int_0^{2\pi} \cos(l\theta) \sum_{m=-\infty}^{\infty} \frac{\pi}{2} Y_m(kR) J_m(k\rho) \cos m\rho R d\theta \\
= \pi^2 R Y_l(kR) J_l(k\rho). \quad (55)
\]

Since the wave number \( k \) is imbedded in each element of the \([U]\) matrix, the eigenvalues for \([U]\) are also functions of \( k \). Finding the eigenvalues for the Helmholtz equation or finding the zeros for the determinant of \([U]\) is equal to finding the zeros for the multiplication of all of the eigenvalues of \([U]\). Based on the following equation:

\[
\lambda_l = \sum_{m=0}^{2N-1} \cos(ml\Delta \theta) a_m \\
= \sum_{m=0}^{2N-1} \cos(ml\Delta \theta) a_m \quad (53)
\]
or true eigenvalue. Here, we adopted the CHIEF method. Eq. 57 may be spurious eigenvalue or true eigenvalue. Here, we adopted the CHIEF method concept to filter out the spurious eigenvalues.

If we adopt one exterior point \((r_1, \phi_1)\), where \(r_1 > \rho\) as shown in Fig. 4, we have

\[
0 = \int_B U(s, x) t(s) dB(s) = \left[ w_1^T \right] \{ t \},
\]

(58)

where \(\left[ w_1^T \right] = \left( w_1^1, w_1^2, w_1^3, \ldots, w_1^{2N} \right)\) is the row vector of the influence matrix by collocating the exterior point \(x_1\). Combining Eq. (44) and Eq. (58), we obtain an overdetermined system

\[
\begin{bmatrix}
U(k) \\
w_1^T(k)
\end{bmatrix} \{ t \} = \{ 0 \},
\]

(59)

where \(\{ t \} = \{ e^{i\Delta \theta}, e^{i2\Delta \theta}, \ldots, e^{i(2N-1)\Delta \theta} \}^T\).

The additional constraint \(\left[ w_1^T \right] \{ t \} = 0\) provides the discriminant, \(\Delta\), to be

\[
\Delta = \left[ w_1^T \right] \{ t \} = \pi^2 r_1 Y_n(kr_1) J_n(k \rho) e^{i\phi_1} = 0.
\]

(60)

For the single spurious eigenvalues \(k_{0,m}^s\), we have \(Y_0(k_{0,m}^s) = 0\), where the superscript \(s\) denotes the spurious eigenvalues and \(k_{0,m}^s\) denotes the \(m\)th zeros for the \(Y_0\) function [zeros of the Bessel function for \(J_n(k)\) and \(Y_n(k)\) are shown in Table I]. If the selected exterior point \((r_1, \phi_1)\), satisfies

\[
k_{0,m}^s r_1 = k_{n,p} \quad (m < p),
\]

(61)

where \(k_{n,p}\) denotes the \(p\)th zeros for the \(Y_0\) function, then the spurious eigenvalues \(k_{0,m}^s\) cannot be filtered out. For the double spurious eigenvalues \(k_{n,m}^s\), we have \(Y_0(k_{n,m}^s) = 0, n > 0\). If the selected exterior point \((r_1, \phi_1)\), satisfies

\[
\begin{bmatrix}
\pi^2 r_1 Y_n(kr_1) J_n(k \rho) e^{i\phi_1} \\
\pi^2 r_2 Y_n(kr_2) J_n(k \rho) e^{i\phi_2}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\pi^2 r_1 Y_n(kr_1) J_n(k \rho) e^{-i\phi_1} \\
\pi^2 r_2 Y_n(kr_2) J_n(k \rho) e^{-i\phi_2}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
\]

(62)

then the spurious eigenvalues \(k_{n,m}^s\), cannot be filtered out. The possible failure positions for \(r_1\) are shown in Table II. When the spurious eigenvalues are double roots, rank reduces by 2. One point provides at most one constraint. One point cannot filter out the double spurious roots, so an additional independent equation is required by adding one more point.

If we adopt another exterior point \((r_2, \phi_2)\) with a radial distance \(r_2 > \rho\) as shown in Fig. 5, and combine with Eq. (59), we have

\[
\begin{bmatrix}
U(k) \\
w_1^T(k) \\
w_2^T(k)
\end{bmatrix} \{ t \} = \{ 0 \},
\]

(63)

where \(\left[ w_2^T \right] = \left( w_2^1, w_2^2, w_2^3, \ldots, w_2^{2N} \right)\) is the row vector of the influence matrix by collocating the exterior point \(x_2\). When the spurious eigenvalues are double roots, we have

\[
\begin{bmatrix}
w_1^T(k) \\
w_2^T(k)
\end{bmatrix} \{ t \} = \begin{bmatrix} w_1^2 \\
w_2^2 \end{bmatrix} \{ t_1 + \alpha t_2 \} = \begin{bmatrix} w_1^T t_1 \\
w_2^T t_2 \end{bmatrix} \begin{bmatrix} \alpha \\
\beta
\end{bmatrix},
\]

(64)

where \(\{ t_1 \} = \{ e^{i\Delta \theta}, e^{i2\Delta \theta}, \ldots, e^{i(2N-1)\Delta \theta} \}^T\) and \(\{ t_2 \} = \{ e^{-i\Delta \theta}, e^{-i2\Delta \theta}, \ldots, e^{-i(2N-1)\Delta \theta} \}^T\). When \(\{ t_1 \}\) and \(\{ t_2 \}\) are two independent boundary modes, \(\alpha\) and \(\beta\) are two constants, and

\[
\begin{bmatrix} w_1^T t_1 \\
w_2^T t_2 \end{bmatrix} = \pi^2 r_1 Y_n(kr_1) J_n(k \rho) e^{i\phi_1},
\]

\[
\begin{bmatrix} w_1^T t_2 \\
w_2^T t_2 \end{bmatrix} = \pi^2 r_2 Y_n(kr_2) J_n(k \rho) e^{-i\phi_2},
\]

Since the spurious double roots make the rank less than 2, the additional two points must provide independent constraints, as follows:

\[
\begin{bmatrix}
\pi^2 r_1 Y_n(kr_1) J_n(k \rho) e^{i\phi_1} \\
\pi^2 r_2 Y_n(kr_2) J_n(k \rho) e^{i\phi_2}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\pi^2 r_1 Y_n(kr_1) J_n(k \rho) e^{-i\phi_1} \\
\pi^2 r_2 Y_n(kr_2) J_n(k \rho) e^{-i\phi_2}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
\]

(65)
If they are dependent, we have

\[ \Delta = \det \begin{vmatrix} \pi^2 r_1 Y_n(kr_1)J_n(kp)e^{in\phi_1} & \pi^2 r_1 Y_n(kr_1)J_n(kp)e^{-in\phi_1} \\ \pi^2 r_2 Y_n(kr_2)J_n(kp)e^{in\phi_2} & \pi^2 r_2 Y_n(kr_2)J_n(kp)e^{-in\phi_2} \end{vmatrix} \]

\[ = r_1 r_2 Y_n(kr_1)Y_n(kr_2)J_n(kp)J_n(kp)(e^{in(\phi_1-\phi_2)}-e^{-in(\phi_1-\phi_2)}) = i2r_1 r_2 Y_n(kr_1)Y_n(kr_2)J_n(kp)J_n(kp)\sin(n\phi) = 0, \]

(66)

where \( \phi = \phi_1 - \phi_2 \) indicates the intersecting angle between the two exterior points. The discriminant \( \Delta \) indicates

1. If the two points with the intersection angle \( \phi \) produce \( \sin(n\phi) = \sin(\pi) = 0 \), i.e., \( \phi = \pi/n \), we will fail to filter out the double spurious roots for \( Y_n \), \( n \geq 1 \).
2. If the two points produce \( Y_n(kr_1) = 0 \) or \( Y_n(kr_2) = 0 \), \( n = 1, 2, 3, \ldots \), then we will fail to filter out the double spurious root of \( Y_n \).
3. No more than two points are needed if the points are properly chosen.

For the Neumann problem

\[ [T][\vec{u}] = \begin{bmatrix} b_0 & b_1 & b_2 & \cdots & b_{2N-2} & b_{2N-1} \\ b_{2N-1} & b_0 & b_1 & \cdots & b_{2N-3} & b_{2N-2} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ b_1 & b_2 & b_3 & \cdots & b_{2N-1} & b_0 \end{bmatrix} \times \begin{bmatrix} \tilde{u}_0 \\ \tilde{u}_1 \\ \vdots \\ \tilde{u}_2 \\ \vdots \\ \tilde{u}_{2N-1} \end{bmatrix} = 0, \]

(67)

where \( \tilde{u}_j \) is the fictitious density of single layer potential distributed on the boundary with radius \( R \), and the boundary mode for \( \{\tilde{u}\} \) is

\[ \{\tilde{u}\} = \{1, e^{in\Delta \theta}, e^{in2\Delta \theta}, \ldots, e^{in(2N-1)\Delta \theta}\}^T \]

(68)

where \( n \) denotes the \( n \)th boundary mode. The matrix \([T]\) is the influence matrix with the elements shown below

\[ b_m = \int \frac{1}{(m+1/2)\Delta \theta} T(\theta,0) R d\theta = T(\theta_m,0) R \Delta \theta, \]

\[ m = 0, 1, 2, \ldots, 2N-1, \]

(69)
where $\Delta \theta = \frac{2\pi}{2N}$ and $\theta_m = m\Delta \theta$, $T(s,x)$ can be expanded into

$$T(s,x) = T(\theta,0)$$
$$= \sum_{n=-\infty}^{\infty} \frac{\pi}{2} Y_n(kR) J_n'(k\rho) \cos(n\theta), \quad R > \rho. \quad (70)$$

The matrix $[T]$ in Eq. (67) is a circulant since rotation symmetry for the influence coefficients are considered. We can expand $[T]$ into

$$[T] = b_0 I + b_1 C_{2N} + b_2 C_{2N}^2 + \cdots + b_{2N-1} C_{2N-1}^{2N-1}. \quad (71)$$

Based on the theory of circulants, the spectral properties for the influence matrix, $[T]$, can be found as follows:

The matrix $@T# in Eq. (67) is a circulant since rotation symmetry for the influence coefficients are considered. We can expand $@T# into

$$@T# = b_0 I + b_1 \alpha_l + b_2 \alpha_l^2 + \cdots + b_{2N-1} \alpha_l^{2N-1},$$

$$l = 0, \pm 1, \pm 2, \ldots, \pm (N-1), N, \quad (72)$$

where $\mu_l$ and $\alpha_l$ are the eigenvalues for $[T]$ and $[C_{2N}]$, respectively.

We have

$$\mu_l = \sum_{m=0}^{2N-1} b_m \alpha_l^m$$
$$= \sum_{m=0}^{2N-1} b_m e^{i(2\pi/2N)ml},$$

$$l = 0, \pm 1, \pm 2, \ldots, \pm (N-1), N. \quad (73)$$
According to the definition for $b_m$ in Eq. (69), we have
\[ b_m = b_{2N-m}, \quad m = 0, 1, 2, \ldots, 2N - 1. \tag{74} \]
Substituting Eq. (74) into Eq. (73), we have
\[ \mu_i = b_0 + (-1)^i b_N + \sum_{m=1}^{N-1} \left( \alpha_i^m + \alpha_i^{2N-m} \right) b_m \]
\[ = \sum_{m=0}^{2N-1} \cos(ml\Delta \theta) b_m. \tag{75} \]
Substituting Eq. (69) into Eq. (75), we have
\[ \mu_i = \sum_{m=0}^{2N-1} \cos(ml\Delta \theta) T(m\Delta \theta, 0) R \Delta \theta \]
\[ = \int_0^{2\pi} \cos(l\theta) T(\theta, 0) R d\theta, \tag{76} \]
as $N$ approaches infinity. Equation (76) reduces to
\[ \mu_i = \int_0^{2\pi} \cos(l\theta) \sum_{m=-\infty}^{\infty} \frac{\pi}{2} Y_m(kR) J'_m(k\rho) \cos m \theta R d\theta \]
\[ = \pi^2 R Y_J(kR) J'_J(k\rho). \tag{77} \]
Since the wave number $k$ is imbedded in each element of the $[T]$ matrix, the eigenvalues for $[T]$ are also a function of $k$. Finding the eigenvalues for the Helmholtz equation or finding the zeros for the determinant of $[T]$ is equal to finding the zeros for multiplication of all the eigenvalues of $[T]$. Based on the following equation:

$$\det[T] = \mu_0 \mu_N (\mu_1 \mu_2 \cdots \mu_{N-1}) (\mu_{-1} \mu_{-2} \cdots \mu_{-(N-1)}),$$  \hfill (78)

the possible eigenvalues (true or spurious) occur at

$$Y_l(kR)J_l'(k\rho) = 0, \quad l = 0, \pm 1, \pm 2, \cdots, \pm (N-1), N,$$  \hfill (79)

The values satisfying Eq. (79) may be spurious eigenvalues or true eigenvalues. Similarly, we adopted the same method to filter out the spurious eigenvalues.

If we adopt one exterior point $(r_1, \phi_1)$, where $r_1 > \rho$ as shown in Fig. 4, for exterior point

$$0 = \int_B T(s,x) r(s) dB(s) = [v_T^T](u),$$  \hfill (80)

where $[v_T^T] = (v_1^1, v_1^2, v_1^3, \ldots, v_1^{2N})$ is the row vector of the influence matrix by collocating the exterior point $x_1$. Com-

FIG. 13. Three sample points $x_1(1.5,0)$, $x_2(1.5,\pi/2)$, and $x_3(1.5,\pi)$, $\sigma_1$ vs $k$ using the real-part UT equation.

FIG. 14. Four sample points $x_1(1.5,0)$, $x_2(1.5,\pi/2)$, $x_3(1.5,\pi)$, and $x_4(1.5,3\pi/2)$, vs $k$ using the real-part UT equation.

FIG. 15. Two sample points $x_1(2.007,\pi/4)$ and $x_2(1.4,0)$, $\sigma_1$ vs $k$ using the real-part UT equation.

FIG. 16. Two sample points $x_1(1.5,0)$ and $x_2(1.5,\pi/4)$, $\sigma_1$ vs $k$ using the real-part.
bining Eq. (67) and Eq. (80), we obtain an overdeterminate system

\[
\begin{bmatrix}
T(k) \\
v_1^T(k)
\end{bmatrix} \{ u \} = \{ 0 \},
\]

where \( \{ u \} = \{ 1, e^{i n \Delta \theta}, e^{i n 2 \Delta \theta}, \ldots, e^{i n (2N-1) \Delta \theta} \}^T \).

The additional constraint \( [v_1^T(u) = 0 \) provides the discriminant, \( \Delta \), to be

\[
\Delta = [v_1^T(u) = \pi^2 r_1 Y_n(k r_1) J'_n(k \rho) e^{i n \phi_1} = 0. \]

It is similar to Eq. (60), it can filter out a single root only.

If we adopt another exterior point \( (r_2, \phi_2) \) with a radial distance \( r_2 > \rho \) as shown in Fig. 5, and combine with Eq. (81), we have

\[
\begin{bmatrix}
T(k) \\
v_1^T(k) \\
v_2^T(k)
\end{bmatrix} \{ u \} = \{ 0 \},
\]

where \( [v_2^T(u) = (v_2^1, v_2^2, v_2^3, \ldots, v_2^{2N}) \) is the row vector of the influence matrix by collocating the exterior point \( x_2 \). When the spurious eigenvalues are double roots, we have
\[
\begin{bmatrix}
   v_1^T(k) \\
   v_2^T(k)
\end{bmatrix}
\begin{bmatrix}
   u
\end{bmatrix}
= \begin{bmatrix}
   u_1 + \beta u_2
\end{bmatrix} = \begin{bmatrix}
   u_1 + \beta u_2
\end{bmatrix},
\]

where \( \{u_1\} = \{1, e^{in\Delta\theta}, e^{in2\Delta\theta}, \ldots, e^{in(2N-1)\Delta\theta}\}^T \) and \( \{u_2\} = \{e^{-in\Delta\theta}, e^{-in2\Delta\theta}, \ldots, e^{-in(2N-1)\Delta\theta}\}^T \) are two independent boundary modes, \( \alpha \) and \( \beta \) are constants, and

\[
\begin{align*}
   v_1^T u_1 &= \pi^2 r_1 Y_n'(kr_1) J'_n(kp) e^{in\phi_1}, \\
   v_1^T u_2 &= \pi^2 r_1 Y_n'(kr_1) J'_n(kp) e^{-in\phi_1}, \\
   v_2^T u_1 &= \pi^2 r_2 Y_n'(kr_2) J'_n(kp) e^{in\phi_2}, \\
   v_2^T u_2 &= \pi^2 r_2 Y_n'(kr_2) J'_n(kp) e^{-in\phi_2},
\end{align*}
\]

(84)

Since the spurious double roots make the rank less than 2, the additional two points must provide independent constraints, as follows

\[
\begin{bmatrix}
   \pi^2 r_1 Y_n'(kr_1) J'_n(kp) e^{in\phi_1} \\
   \pi^2 r_1 Y_n'(kr_1) J'_n(kp) e^{-in\phi_1} \\
   \pi^2 r_2 Y_n'(kr_2) J'_n(kp) e^{in\phi_2} \\
   \pi^2 r_2 Y_n'(kr_2) J'_n(kp) e^{-in\phi_2}
\end{bmatrix} \begin{bmatrix}
   \alpha \\
   \beta
\end{bmatrix} = 0.
\]

(85)

If they are dependent, we have

\[
\begin{cases}
   \pi^2 r_1 Y_n'(kr_1) J'_n(kp) e^{in\phi_1} \\
   \pi^2 r_1 Y_n'(kr_1) J'_n(kp) e^{-in\phi_1} \\
   \pi^2 r_2 Y_n'(kr_2) J'_n(kp) e^{in\phi_2} \\
   \pi^2 r_2 Y_n'(kr_2) J'_n(kp) e^{-in\phi_2}
\end{cases}
\]

FIG. 20. One sample point \( x_1(1.0, -0.25) \), \( \sigma_1 \) vs \( k \) using the real-part UT equation.

FIG. 21. The spurious eigenvalue radiation mode of a rectangle for the Dirichlet problem with \( k_s = 2.23 \).

FIG. 22. The spurious eigenvalue radiation mode of a rectangle for the Dirichlet problem with \( k_s = 4.02 \).

FIG. 23. One sample point \( x_1(0.25, -0.25) \), \( \sigma_1 \) vs \( k \) using the real-part UT equation.
\[ \Delta = \det \begin{vmatrix} \pi^2 r_1 Y_n(kr_1)J_n''(k\rho)e^{in\phi_1} & \pi^2 r_1 Y_n(kr_1)J_n''(k\rho)e^{-in\phi_1} \\ \pi^2 r_2 Y_n(kr_2)J_n''(k\rho)e^{in\phi_2} & \pi^2 r_2 Y_n(kr_2)J_n''(k\rho)e^{-in\phi_2} \end{vmatrix} \\
= r_1 r_2 Y_n(kr_1)Y_n(kr_2)J_n''(k\rho)(e^{i(n\phi_1 - \phi_2)} - e^{-i(n\phi_1 - \phi_2)}) = r_1 r_2 Y_n(kr_1)Y_n(kr_2)J_n''(k\rho)2i\sin(n\phi) = 0, \]
(86)

where \( \phi = \phi_1 - \phi_2 \) indicates the intersecting angle between the two exterior points. Similarly, the discriminant \( \Delta \) can justify whether the selected point is effective or not. It can filter out a double root. It was found that the spurious eigenvalues of an interior problem are dependent on the chosen method, i.e., singular integral equation results in the spurious eigenvalues at \( Y_n(k\rho) = 0 \), and independent of boundary condition (Dirichlet or Neumann).

VI. NUMERICAL EXAMPLES

For the numerical experiment, we considered a circular cavity with radius 1 m subjected to the Dirichlet boundary condition to check the validity of the CHEEF method. Furthermore, in order to extend to the general geometry problem using the CHEEF method, we used a rectangular cavity subjected to the Dirichlet boundary condition to demonstrate the generality.

Sixty elements were adopted in the boundary element mesh for a circular domain. Figure 6 shows the first minimum singular value, \( \sigma_1 \), vs \( k \) where the true and spurious eigenvalues are obtained if only real-part UT is used. In the range of \( 0 < k < 5 \), we have two true eigenvalues \( [J_{0.1}(2.405) \text{ and } J_{1.1}(3.832)] \) and five spurious eigenvalues \( [Y_{0.1(0.894)} \text{, } Y_{1.1(2.197)} \text{, } Y_{2.1(3.848)} \text{, } Y_{0.2(3.958)} \text{, and } Y_{3.1(4.527)}] \). Figure 6 also indicates the second minimum singular value, \( \sigma_2 \), vs \( k \) where the true and spurious double roots can be obtained, when \( \sigma_1 \) and \( \sigma_2 \) are both zeros at the same \( k \) value. Figure 7 shows \( \sigma_1 \) vs \( k \) by additionally considering Eq. (58) for collocating one exterior point, \( x_1 \), with radius \( r_1 = 1.5 \text{ m} \), \( \phi_1 = 0 \). This treatment can filter out the spurious roots of \( Y_{0.1} \) and \( Y_{0.2} \) as expected in the analytical derivation. If the collocating exterior point is located at the circular boundary with radius \( r_1 = k_{0.2}/k_{0.1} = 3.590/0.894 = 4.029 \) as described in Eq. (61), which is on the nodal line of the radiation mode of \( Y_{0.1} \), then the spurious eigenvalue of \( Y_{0.1} \) cannot be filtered out as shown in Fig. 8. The spurious radiation mode of \( Y_{0.1} \) is shown in Fig. 9.

If the additional two points \( x_1(r_1 = 1.5, \phi_1 = 0) \) and \( x_2(r_2 = 1.5, \phi_2 = \pi/2) \) with intersecting angle of \( \phi = \pi/2 \) are selected, then the spurious root of \( Y_{2.1} \) cannot be filtered out as shown in Fig. 10, since \( \sin 2\phi = 0 \). The spurious radiation mode of \( Y_{2.1} \) is shown in Fig. 11. Similarly, in both positions \( x_1 \) and \( x_2 \) with intersecting angle \( \pi \), only the spurious eigenvalue \( Y_{0.1} \) and \( Y_{0.2} \) can be filtered out as shown in Fig. 12. Figure 13 and Fig. 14 are the results by adopting three \( [ (x_1(r_1 = 1.5, \phi_1 = 0), x_2(r_2 = 1.5, \phi_2 = \pi/2), x_3(r_3 = 1.5, \phi_3 = \pi)] \) and four \( (x_1(r_1 = 1.5, \phi_1 = 0), x_2(r_2 = 1.5, \phi_2 = \pi/2), x_3(r_3 = 1.5, \phi_3 = \pi), x_4(r_4 = 1.5, \phi_4 = 3\pi/2)] \) exterior points with different intersecting angles, respectively. It is very obvious that the results of Figs. 13 and 14 are the same as those of Fig. 10. This represents that the additional exterior points with intersecting angle \( \pi \) provide dependent equations. At the same time, if the additional exterior points,
one point $x_1$ with $r_1 = k_{2,2}/k_{2,1}$ = 6.794/3.384 = 2.007 as described in Eq. (62) and $\phi_1 = \pi/4$ and another point $x_2$ with $r_2 = 1.4$ and $\phi_2 = 0$, are both chosen, then the spurious roots can be filtered out, except $\gamma_{2,1}$ as illustrated in Fig. 15. Figure 16 indicates that if the additional two exterior points $x_1(x_1 = 1.5, \phi_1 = 0)$ and $x_2(x_2 = 1.5, \phi_2 = \pi/4)$ are carefully chosen, then all the spurious eigenvalues can be filtered out. It is interesting to find that the potential distribution is not trivial for the spurious eigenvalues; however, the potential distribution in the exterior domain for a true case is trivial, as shown in Fig. 17 [$J_{0,1}(2.405)$] and Fig. 18 [$J_{1,1}(3.832)$]. The dotted lines in the radiation modes represent the nodal lines. The radius of these nodal lines match the data in Table II. Table II also shows that most of spurious eigenvalues with low frequencies can be filtered out efficiently by selecting the points in the region of $1 < r < 1.24$, since the density of nodal lines in that area is low.

A rectangular cavity with length $a = 2$ m and width $b = 1$ m subjected to the Dirichlet boundary condition is demonstrated to see the validity for a problem with general geometry. Sixty elements in the BEM mesh were adopted. Figure 19 indicates the first and second minimum singular values, $\sigma_1$ and $\sigma_2$ vs $k$, where the true and spurious, single and double eigenvalues can be obtained. In the range of $0 < k < 6$, we have three true eigenvalues (3.51, 4.44, and 5.66) and six spurious eigenvalues [1.05, 2.23, 3.37, 3.57, 4.02, and 4.98 (double root)]. If the additional exterior point $x_1(x_1 = 1.0, y_1 = -0.25)$ is chosen, then the spurious roots can be filtered out except for the double spurious eigenvalue (4.98) and some single spurious eigenvalues (2.23, 4.02), where the selected points are on the nodal line as illustrated in Fig. 20. The spurious radiation modes of $k = 2.23$ and $k = 4.02$ are shown in Fig. 21 and Fig. 22. Figure 23 shows that if one additional exterior point $x_1(x_1 = 0.25, y_1 = -0.25)$ is chosen, then the spurious eigenvalues can be filtered out except for the double spurious eigenvalue $k = 4.98$. Figure 24 shows that if the additional two exterior points $x_1(x_1 = 1.0, y_1 = -0.25)$ and $x_2(x_2 = 1.0, y_2 = 1.25)$ are both chosen, then some spurious eigenvalues (2.23, 4.02, and 4.98) cannot be filtered out, since the additional exterior points are on the nodal line of the spurious radiation modes. If the additional two exterior points $x_1(x_1 = 0.3, y_1 = -0.3)$, $x_2(x_2 = 0.21, y_2 = 1.3)$ are chosen, then all the spurious eigenvalues can be filtered out as illustrated in Fig. 25. At the same time, we know that the spurious eigenvalue of $k = 4.98$ is a spurious eigenvalue with multiplicity 2, because one additional exterior point cannot work well. The two radiation modes of the spurious eigenvalue 4.98 are shown in Figs. 26(a) and (b). From these radiation mode figures, it is shown that if the additional exterior points are close to the boundary and are not located on a special position, such as on the nodal lines of $x = an$ or $y = bn$ ($n \in \mathbb{N}$), then the spurious eigenvalues can be filtered out efficiently. It is worthy to point out that the nodal lines of radiation mode for a circle can be rotated, since a circle has the property of rotation symmetry. However, the nodal lines of radiation modes for a rectangle cannot be rotated.

VII. CONCLUSIONS

The CHEEF method in conjunction with the SVD technique was applied to determine the true and spurious eigenvalues of circular and rectangle cavities subjected to the Dirichlet boundary conditions. The relationship between the CHIEF and CHEEF methods was summarized in Table III. The failure cases in selecting the exterior points for circular and rectangle cavities were studied analytically and demonstrated numerically. If the additional points are properly chosen, there are no more than two points required. The true eigenvalues obtained by the CHEEF method match very well with the exact solutions. It is very worthy to point out that the nodal line of radiation mode for a circle can be rotated due to its symmetry, whereas the nodal line of radiation...
mode of rectangle is on a fixed position. The multiplicity was also examined. The CHEEF method can reduce memory storage and computation time in comparison with the real-part dual BEM.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>CHIEF Combined Helmholzt Interior integral Equation Formulation</th>
<th>CHEEF Combined Helmholzt Exterior integral Equation Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem statement</td>
<td>Radiation or scattering problem</td>
<td>( (\nabla^2 + k^2)u = 0 )</td>
<td>( (\nabla^2 + k^2)u = 0 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( u = \bar{u} )</td>
<td>( u = 0 ) or ( i=0 )</td>
</tr>
<tr>
<td>Method of solution</td>
<td>complex-valued BEM (UT or LM)</td>
<td></td>
<td>BEM (real-part or imaginary-part)</td>
</tr>
<tr>
<td>Numerical trouble</td>
<td>fictitious wave number</td>
<td></td>
<td>spurious eigenvalue</td>
</tr>
<tr>
<td>Additional constrain</td>
<td>nodal lines for interior modes</td>
<td></td>
<td>nodal lines for radiation modes</td>
</tr>
<tr>
<td>Risk</td>
<td>dual formulation</td>
<td></td>
<td>complex-valued formulation</td>
</tr>
<tr>
<td>Treatment</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE III. Comparison between the CHIEF and CHEEF methods.