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Combined Trefftz methods of particular and fundamental solutions for corner and crack singularity of linear elastostatics

Ming-Gong Lee, Li-h-jier Young, Zi-Cai Li, Po-Chun Chu

Abstract

The singular solutions at corners and the fundamental solutions are essential in both theory and computation. Our recent efforts are made to seek new models of corner and crack singularity of linear elastostatics and their numerical solutions. In Li et al. (2009) [43], a systematic analysis for singularity properties and particular solutions of linear elastostatics is explored. This paper is a continued study of Li et al. (2009) [43], general singular solutions for corners with free traction boundary conditions are derived. Both particular solutions and fundamental solutions are derived directly from linear elastostatics. Two new models (symmetric and anti-symmetric) are proposed, and their highly accurate solutions can be obtained only by seeking the power $\frac{\pi}{k}$ of $r^k$ numerically (as shown in Li et al., 2009 [43]). Hence, only a few singular solutions used may greatly simplify the numerical algorithms, thus to enrich the numerical solutions of linear elastostatics with corners, and to extend the method of fundamental solutions (MFS) for singularity problems.
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solutions can only be obtained numerically. On the other hand, the method of fundamental method (MFS) provides poor accuracy of numerical solutions for singularity problems, because the smooth particular solutions cannot fit well with the singular solutions. A better strategy is that only a few corner singular PS are chosen in the combined Trefftz method. For the singularity corners, the technique by adding a few singular solutions was used for finite element method [38], the radial basis function [26,44], the hybrid Trefftz method [22], and the fundamental solutions in their algorithms [3,30], where only one singular solution is added in.

The singular analysis and computation of linear elastostatics at corners are essential in both theory and computation. Once the singularity of corner solutions is known, the reduced convergence rates of FEM, FDM and FVM are found, and some improved techniques, such as the combined Trefftz method in this paper (see [38]) can be explored to recover the optimal convergence rates. More importantly, based on the explicit particular solutions of corners given in this paper, we may develop a number of efficient (even new) numerical methods for linear elastostatics, such as the combined Trefftz method in [36,38,39,41], and the Trefftz methods [2,56,70], which include the boundary collocation techniques [32], etc. Note that this paper also provides a systematic analysis of the Trefftz methods using PS and FS for singularity problems of linear elastostatics.

This paper is organized as follows. In Section 2, a basic description for elastostatics problems in 2D is introduced, and the particular solutions are provided. In Section 3, the complex representation of solutions and stress are explored, and the singular solutions near corners are derived for free traction boundary conditions. In Section 4, two models (symmetric and anti-symmetric) of crack singularity are designed, and in Section 5 the collocation Trefftz method (CTM) as in [38,44] is chosen by using particular solutions only, to lead to the method of particular solutions (MPS). In Section 6, the fundamental solutions are explored, and in Section 7, for the crack models of singularity, the combined Trefftz methods with many FS and a few singular PS are also proposed, and numerical experiments are carried out for these two models. A few concluding remarks are made in the last section.

2. Linear elastostatics problems in 2D

2.1. Basic equations

Consider the linear elastostatics problem in 2D. Denote the displacement vector,

$$\mathbf{w} = (w_1(x_1), w_2(x_1)) = (w(x,y))$$

where $x_1 = (x_1, x_2) = (x, y)$. The linear strain tensor is given by

$$e_{ij}(x) = \frac{1}{2} \left( \frac{\partial w_i(x)}{\partial x_j} + \frac{\partial w_j(x)}{\partial x_i} \right), \quad 1 \leq i, j \leq 2.$$

Let $\sigma_{ij}$ ($1 \leq i, j \leq 2$) denote the stress tensor at $x$. For an isotropic homogeneous Hookean solid, there exist the stress–strain relations

$$\sigma_{ij} = \lambda \nabla \cdot \mathbf{w} \delta_{ij} + 2\mu e_{ij}, \quad 1 \leq i, j \leq 2,$$

where $\nabla \cdot \mathbf{w}$ is the divergence operator, $\delta_{ij}$ are the Kronecker delta, and $\lambda$ and $\mu$ are the Lamé constants.

When there exists a body force $\mathbf{f}$, we obtain the non-homogeneous equation,

$$\mu \Delta \mathbf{w} + (\lambda + \mu) \nabla (\nabla \cdot \mathbf{w}) + \mathbf{f} = 0 \quad \text{in } S.$$ (2.1)

When $\mathbf{f} = 0$, we have the Cauchy–Navier equation of linear elastostatics for isotropic body:

$$\Delta \mathbf{w} + \frac{1}{1 - 2v} \nabla (\nabla \cdot \mathbf{w}) = 0 \quad \text{in } S,$$ (2.2)

where the Poisson ratio

$$v = \frac{\lambda}{2(\lambda + \mu)}, \quad 0 < v < \frac{1}{2}.$$ (2.3)

Young’s modulus $E$ and the bulk modulus $K$ are introduced by

$$E = \frac{\mu(3\lambda + 2\mu)}{\lambda + \mu}, \quad K = \frac{E}{3(1-2v)}.$$ (2.4)

The inverse relations of (2.6) and (2.7) are given by

$$\lambda = \frac{Ev}{(1 + v)(1 - 2v)}, \quad \mu = \frac{E}{2(1 + v)}.$$ (2.5)

The strain–stress relations are given by

$$e_{ij} = \frac{1}{E} \sigma_{ij} - \frac{v}{E} \delta_{ij} \sum_k \sigma_{kk}.$$ (2.6)

There also exist the symmetric relations:

$$\sigma_{ij} = \sigma_{ji}, \quad e_{ij} = e_{ji}.$$ (2.7)

Denote the constant

$$\kappa = \frac{1}{4(1-v)}.$$ (2.8)
For the plane strain problem the constant
\[ D = \frac{\lambda + \mu}{\lambda + 3\mu} = \frac{1}{3 - 4\nu} = \frac{1}{1 - \nu}, \]  
(2.12)
where \( \nu \) is given in (2.11), and for the plane stress problem,
\[ D = \frac{1}{3 - 4\nu} = \frac{1 + \nu}{3 - \nu}, \quad \nu = \frac{\dot{\nu}}{1 + \nu}. \]  
(2.13)
We cite a result in Chen and Zhou [7, p. 513–5], as a theorem.

**Theorem 2.1.** The general solutions of the linear elastostatic equation (2.14) in 2D are given by
\[ \hat{w}(x) = \hat{w}(\hat{x}) - \kappa \nabla \cdot \hat{v}(\hat{x}) + q(\hat{x}), \]  
(2.14)
where \( \hat{h}(\hat{x}) \) is the harmonic vector and \( q(\hat{x}) \) is a harmonic function. When \( q(\hat{x}) = 0 \), the functions in (2.14) from \( \hat{h}(\hat{x}) \) only are called the principal particular solutions.

### 2.2. Traction boundary conditions

The Cauchy–Navier equation (2.5) is written explicitly as
\[ \mu \Delta u + (\lambda + \mu) \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = 0 \quad \text{in} \ S, \]  
(2.15)
and
\[ \mu \Delta v + (\lambda + \mu) \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) = 0 \quad \text{in} \ S, \]  
(2.16)
or by
\[ \Delta u + \frac{1}{1 - 2\nu} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = 0 \quad \text{in} \ S, \]  
(2.17)
and
\[ \Delta v + \frac{1}{1 - 2\nu} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) = 0 \quad \text{in} \ S, \]  
(2.18)
where \( \nu \) is given in (2.6). The traction on \( \partial S \) is denoted by
\[ \hat{T}(\hat{v})(\hat{x}) = (\tau_1(u,v), \tau_2(u,v))^T, \]  
(2.19)
where the components are given by
\[ \tau_1(u,v) = \sigma_x n_1 + \sigma_y n_2 = \lambda \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) n_1 + 2\mu \frac{\partial u}{\partial y} + \mu n_2 \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right), \]  
(2.20)
and
\[ \tau_2(u,v) = \sigma_y n_1 + \sigma_x n_2 = \lambda \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) n_2 + 2\mu \frac{\partial v}{\partial y} - \mu n_2 \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right), \]  
(2.21)
where \( n_1 = \cos(v,\chi) \), \( n_2 = \cos(v,\chi) \), and the stress
\[ \sigma_x = \sigma_{11}, \quad \sigma_y = \sigma_{22}, \quad \sigma_{xy} = \sigma_{12}. \]  
(2.22)

### 2.3. Particular solutions

From Muskhelishvili's complex variable formula [53] (also see Qin [60]), the solution of linear elastostatics can be expressed in the complex function
\[ u + iv = \phi(z) + D z^p \phi'(z) - \psi(z), \]  
(2.23)
where the complex functions \( z = x + iy, \bar{z} = x - iy \) and \( i = \sqrt{-1} \). In (2.23), \( \phi(z) \) and \( \psi(z) \) are two analytic functions.

In Jirousek and Wroblewski [28], Jirousek and Venkstesh [27] and Qin [60], for the plane stress equations (2.17) and (2.18), the particular solutions are expressed as functions of the complex variables \( \xi(x,y) \) and \( \psi(x,y) \). The particular plane stress solutions are given by the real and imaginary parts of \( A_k, B_k, C_k \) and \( D_k \) below, respectively,
\[ A_k = iz^\mu + Dz^\mu z^{\nu_k-1}, \]  
(2.24)
\[ B_k = z^\mu + Dz^\mu z^{\nu_k-1}, \]  
(2.25)
\[ C_k = iz^\mu, \]  
(2.26)
\[ D_k = -iz^\mu, \quad k = 1, 2, \ldots. \]  
(2.27)
where the complex \( \mu_k = \alpha_k + i\beta_k \), \( \alpha_k, \beta_k \in \mathbb{R} \), and \( D \) is given in (2.12) and (2.13) for strain and stress problems, respectively. We have the following linear combination for the Trefftz method (TM):

\[
u_l = \sum_{k=1}^{l} (a_k \Re(A_k) + b_k \Im(B_k) + c_k \Re(C_k) + d_k \Im(D_k)) + d_0, \tag{2.28}
\]

\[
u_l = \sum_{k=1}^{l} (a_k \Im(A_k) + b_k \Re(B_k) + c_k \Im(C_k) + d_k \Re(D_k)) + c_0, \tag{2.29}
\]

where \( a_k, b_k, c_k \) and \( d_k \) are the constants, and the notations \( \Re \) and \( \Im \) are the real and the imaginary parts, respectively. In (2.28) and (2.29) \( u = \Re(A_1) = -(1 + Dy) \) and \( v = \Im(A_1) = (1 + Dx) \) denote a rigid motion.

The singularity solutions can be obtained from (2.24) to (2.27) as the following:

\[
u_l = \sum_{k=1}^{l} r^m (a_k \sin \mu_k \theta + D \mu_k \sin(\mu_k - 2\theta)) + b_k \cos \mu_k \theta - D \mu_k \cos(\mu_k - 2\theta)) + c_k \sin \mu_k \theta - d_k \cos \mu_k \theta) + d_0, \tag{2.30}
\]

\[
u_l = \sum_{k=1}^{l} r^m (a_k \cos \mu_k \theta + D \mu_k \sin(\mu_k - 2\theta)) + b_k \sin \mu_k \theta - D \mu_k \cos(\mu_k - 2\theta)) + c_k \cos \mu_k \theta + d_k \sin \mu_k \theta) + c_0. \tag{2.31}
\]

\section{3. Singularity near corners}

\subsection{3.1. Complex presentations of solutions and stress}

We will follow the analytic approaches as in [43] for seeking the general solutions at corners with the free traction boundary conditions. Using complex representations of solutions and stress is convenient to find the particular solutions in applications. We have the following lemma.

\textbf{Lemma 3.1.} For (2.5) of linear elastostatics in 2D, the principal particular solutions of (2.14) and (2.23) with \( \nabla \varphi(z) = 0 \) are equivalent to each other.\footnote{The proof for the equivalence of the other (i.e., minor) terms of (2.14) and (2.23) is given in [46].}

\textbf{Proof.} Below we show the equivalence of two principal terms,

\[ u + iv = \phi(z) - D \overline{\phi(z)}, \tag{3.1} \]

where \( \phi(z) = u^* + iv^* \) is an analytic function, and

\[ \hat{w}(x) = \hat{h}(x) - \kappa \nabla \hat{x} \cdot \hat{h}(x), \tag{3.2} \]

where \( \hat{h}(x) = (u^*, v^*)^T \) is the harmonic vector, and the constant \( \kappa = 1/(1 - v) \). From (3.2) we have

\[ \begin{pmatrix} u^* \\ v^* \end{pmatrix} = (1 - \kappa) \begin{pmatrix} u^* \\ v^* \end{pmatrix} - \kappa \begin{pmatrix} x \frac{\partial u^*}{\partial x} + y \frac{\partial v^*}{\partial y} \\ x \frac{\partial v^*}{\partial x} + y \frac{\partial u^*}{\partial y} \end{pmatrix}. \tag{3.3} \]

Take the plane strain problem for example. Since \( D = (\lambda + \mu)/(\lambda + 3\mu) = \kappa/(1 - \kappa) \), it is sufficient to show

\[ z \phi(z) = (x u_x + y v_x^*) + i(x u_y + y v_y^*). \tag{3.4} \]

From \( z = x + iy \) and \( \overline{z} = x - iy \), we have

\[ \frac{\partial}{\partial x} = \frac{\partial}{\partial x} + i \frac{\partial}{\partial y}, \quad \frac{\partial}{\partial y} = \frac{\partial}{\partial x} - i \frac{\partial}{\partial y}, \tag{3.5} \]

and then

\[ \frac{\partial}{\partial x} = \frac{1}{2} \left( \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} + \frac{\partial}{\partial y} - i \frac{\partial}{\partial x} \right), \tag{3.6} \]

Moreover for solutions \( u^* \) and \( v^* \), the Cauchy equalities hold,

\[ u_x^* = v_y^*, \quad v_x^* = -u_y^*. \tag{3.7} \]

Then we have from (3.6)

\[ \phi'(z) = \frac{\partial}{\partial z} \phi(z) = \frac{1}{2} \left( \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} \right) (u^* + iv^*) = \frac{1}{2} ((u_y^* + iv_x^*) + i(v_y^* - u_x^*). \tag{3.8} \]

From (3.7), Eq. (3.8) leads to

\[ \phi'(z) = u_x^* - iu_y^*. \tag{3.9} \]
Hence we obtain
\[
2\psi'(z) = (x + iy)(u_x^* + iu_y^*) = (xu_x^* - yu_y^*) + i(yu_x^* + xu_y^*) = (xu_x^* + yu_y^*) + i(xu_y^* - yu_x^*),
\]
(3.10)
where we have used (3.7) again. This is the desired result (3.4), and completes the proof of Lemma 3.1. \qed

**Lemma 3.2.** For plane stress problems, under the particular solutions (2.23), there exist the stress formulas (also see [69,53]),
\[
\sigma_x = \mathfrak{R}(2\psi'(z) - \overline{2\psi'(z)} - \psi(z)),
\]
(3.11)
\[
\sigma_y = \mathfrak{R}(2\psi'(z) + \overline{2\psi'(z)} + \psi(z)),
\]
(3.12)
\[
\sigma_{xy} = \Im(\overline{2\psi'(z)} + \psi(z)).
\]
(3.13)

**Proof.** We have from (2.23)
\[
u = \frac{1}{2\mu} \mathfrak{R}\left\{\frac{\lambda + 3\mu}{\lambda + \mu} \phi(z) - \overline{\phi(z)} - \psi(z)\right\},
\]
(3.14)
\[
u = \frac{1}{2\mu} \mathfrak{R}\left\{\frac{\lambda + 3\mu}{\lambda + \mu} \phi(z) + \overline{\phi(z)} + \psi(z)\right\}.
\]
(3.15)
There exist the stress formulas,
\[
\sigma_x = (\lambda + 2\mu)u_x + \lambda v_y,
\]
(3.16)
\[
\sigma_y = \lambda u_x + (\lambda + 2\mu)v_y,
\]
(3.17)
\[
\sigma_{xy} = \mu(u_y + v_x).
\]
(3.18)
From (3.5), (3.14) and (3.15), we have
\[
\sigma_x = (\lambda + 2\mu)\left(\frac{\partial}{\partial x} + i\frac{\partial}{\partial y}\right)u + i\mathfrak{J}\left(\frac{\partial}{\partial x} - i\frac{\partial}{\partial y}\right)v
\]
\[
= \frac{\lambda + 2\mu}{2\mu} \mathfrak{R}\left\{\frac{\lambda + 3\mu}{\lambda + \mu} \phi(z) - \overline{\phi(z)} - \psi(z)\right\} + \frac{\lambda + 2\mu}{2\mu} \mathfrak{R}\left\{\frac{\lambda + 3\mu}{\lambda + \mu} \phi(z) + \overline{\phi(z)} + \psi(z)\right\}
\]
\[
= \mathfrak{R}(2\psi'(z) - \overline{2\psi'(z)} - \psi(z)),
\]
(3.19)
Similarly, we have
\[
\sigma_y = \lambda \left(\frac{\partial}{\partial x} + i\frac{\partial}{\partial y}\right)u + (\lambda + 2\mu)\left(\frac{\partial}{\partial x} - i\frac{\partial}{\partial y}\right)v
\]
\[
= \frac{\lambda}{2\mu} \mathfrak{R}\left\{\frac{\lambda + 3\mu}{\lambda + \mu} \phi(z) - \overline{\phi(z)} - \psi(z)\right\} + \frac{\lambda + 2\mu}{2\mu} \mathfrak{R}\left\{\frac{\lambda + 3\mu}{\lambda + \mu} \phi(z) + \overline{\phi(z)} + \psi(z)\right\}
\]
\[
= \mathfrak{R}(2\psi'(z) + \overline{2\psi'(z)} + \psi(z)),
\]
(3.20)
\[
\sigma_{xy} = \mu \left\{\mathfrak{J}\left(\frac{\partial}{\partial x} + i\frac{\partial}{\partial y}\right)u + \mathfrak{R}\left(\frac{\partial}{\partial x} - i\frac{\partial}{\partial y}\right)v\right\}
\]
\[
= i\mu \frac{1}{2\mu} \mathfrak{R}\left\{\frac{\lambda + 3\mu}{\lambda + \mu} \phi(z) - \overline{\phi(z)} - \psi(z)\right\} + \mu \frac{1}{2\mu} \mathfrak{R}\left\{\frac{\lambda + 3\mu}{\lambda + \mu} \phi(z) + \overline{\phi(z)} + \psi(z)\right\}
\]
\[
= \Im(\overline{2\psi'(z)} + \psi(z)).
\]
(3.21)
This completes the proof of Lemma 3.2. \qed

Based on Lemma 3.2, we have the stress formulas
\[
\begin{pmatrix}
\sigma_x \\
\sigma_y \\
\sigma_{xy}
\end{pmatrix} = \mathbf{T}_i, \quad i = 1, 2, 3, 4,
\]
(3.22)
where
\[\tilde{T}_1 = \begin{pmatrix} R_{1k} - lS_{1k} \\ R_{1k} + lS_{1k} \end{pmatrix}, \quad R_{1k} = 2D\mu_k\varepsilon_0^{-2}\tau, \quad S_{1k} = iD\mu_k(\mu_k - 1)\varepsilon_0^{-2}\tau, \quad \text{Eq. (3.23)}\]
\[\tilde{T}_2 = \begin{pmatrix} R_{2k} - lS_{2k} \\ R_{2k} + lS_{2k} \end{pmatrix}, \quad R_{2k} = 2D\mu_k\varepsilon_0^{-2}\tau, \quad S_{2k} = D\mu_k(\mu_k - 1)\varepsilon_0^{-2}\tau, \quad \text{Eq. (3.24)}\]
\[\tilde{T}_3 = \begin{pmatrix} -lS_{1k} \\ lS_{1k} \end{pmatrix}, \quad S_{3k} = i\mu_k\varepsilon_0^{-1}, \quad \text{Eq. (3.25)}\]
\[\tilde{T}_4 = \begin{pmatrix} -lS_{2k} \\ lS_{2k} \end{pmatrix}, \quad S_{4k} = \mu_k\varepsilon_0^{-1}. \quad \text{Eq. (3.26)}\]

Hence we have from (3.22) to (3.26)
\[\sigma_x = \sum_{k=1}^{\infty} \mu_k\varepsilon_0^{-1}[a_kD(2\sin(\mu_k - 1)\theta + (\mu_k - 1)\sin(\mu_k - 3)\theta)] + b_kD[2\cos(\mu_k - 1)\theta - (\mu_k - 1)\cos(\mu_k - 3)\theta] + c_k\sin(\mu_k - 1)\theta - d_k\cos(\mu_k - 1)\theta], \quad \text{Eq. (3.27)}\]
\[\sigma_y = \sum_{k=1}^{\infty} \mu_k\varepsilon_0^{-1}[-a_kD(2\sin(\mu_k - 1)\theta + (\mu_k - 1)\sin(\mu_k - 3)\theta)] + b_kD[2\cos(\mu_k - 1)\theta + (\mu_k - 1)\cos(\mu_k - 3)\theta] - c_k\sin(\mu_k - 1)\theta + d_k\cos(\mu_k - 1)\theta], \quad \text{Eq. (3.28)}\]
\[\sigma_{xy} = \sum_{k=1}^{\infty} \mu_k\varepsilon_0^{-1}(a_kD(\mu_k - 1)\cos(\mu_k - 3)\theta + b_kD(\mu_k - 1)\sin(\mu_k - 3)\theta) + c_k\cos(\mu_k - 1)\theta + d_k\sin(\mu_k - 1)\theta]. \quad \text{Eq. (3.29)}\]

The corner singularity of elasticity plane was first discussed in Williams [67] and Lin and Tong [48], and then in Jirousek and Wroblewski [28], Jirousek and Venkstesh [27] and Qin [60]. Note that Eqs. (3.22)–(3.26) directly from the Cauchy–Navier equation are coincident with [27,60, p. 82].

3.2. Particular solutions near corners

In this section, we will also derive the particular solutions for the corners with free traction boundary conditions. Choose the sectorial domain \(S = \{(r, \theta) | 0 < r, \quad \theta \in (0, \pi]\}), where \(\theta \in (0, \pi]\). First consider the free stress conditions at two edges of the corner \(O\) with
\[\tau_y = \tau_y = 0 \quad \text{on} \quad \theta = \pm \Omega, \quad \text{Eq. (3.30)}\]
where the stress formulas are given by
\[\tau_x = \sigma_x \cos(n \pi) + \sigma_{xy} \cos(n \pi), \quad \text{Eq. (3.31)}\]
\[\tau_y = \sigma_{xy} \cos(n \pi) + \sigma_y \cos(n \pi). \quad \text{Eq. (3.32)}\]

For the exterior normal \(\hat{n}\) of the edge boundary, we have
\[\cos(n \pi) = \cos\left(\frac{n \pi}{2} + \theta\right) = -\sin\theta, \quad \text{Eq. (3.33)}\]
\[\cos(n \pi) = \cos\theta. \quad \text{Eq. (3.34)}\]

Hence we have from (3.30)
\[\tau_x = -\sigma_x \sin \theta + \sigma_{xy} \cos \theta = 0, \quad \text{Eq. (3.35)}\]
\[\tau_y = -\sigma_{xy} \sin \theta + \sigma_y \cos \theta = 0. \quad \text{Eq. (3.36)}\]

Based on (3.27)–(3.29) we have from (3.31) and (3.32),
\[\tau_x = \sum_{k=1}^{\infty} \mu_k \varepsilon_0^{-1}[a_k D(2\sin(\mu_k - 1)\theta + (\mu_k - 1)\cos(\mu_k - 2)\theta)] + b_k D[-2\cos(\mu_k - 1)\theta + (\mu_k - 1)\sin(\mu_k - 2)\theta] + c_k \cos(\mu_k - 1)\theta + d_k \sin(\mu_k - 1)\theta], \quad \text{Eq. (3.37)}\]
\[\tau_y = \sum_{k=1}^{\infty} \mu_k \varepsilon_0^{-1}[-a_k D(2\sin(\mu_k - 1)\theta + (\mu_k - 1)\sin(\mu_k - 2)\theta)] + b_k D[2\cos(\mu_k - 1)\theta - (\mu_k - 1)\cos(\mu_k - 2)\theta] - c_k \sin(\mu_k - 1)\theta + d_k \cos(\mu_k - 1)\theta]. \quad \text{Eq. (3.38)}\]

From (3.37) and (3.38) we have the matrix equation
\[B \tau = 0. \quad \text{Eq. (3.39)}\]
Based on Lemma 3.3, the non-zero solutions of (3.39) satisfy two equations:

\[ 2\cos \theta_y + 1 - 16 \sin \theta_y = 0, \]
\[ 2\cos \theta_y - 1 - 16 \sin \theta_y = 0. \]

We will simplify the above two equations. First, to simplify (3.40) we have

\[ (\sin \theta_y - 1) (\sin \theta_y + 1) = 0. \]

Since \( \sin \theta_y = 1 \) is not a solution, we have \( \sin \theta_y = -1 \).

Next, to simplify (3.41) we have

\[ (\cos \theta_y - 1) (\cos \theta_y + 1) = 0. \]

Since \( \cos \theta_y = 1 \) is not a solution, we have \( \cos \theta_y = -1 \).

We have a lemma whose proof is similar to [43].
and then
\[-2\cos(\mu^2 - 1)\sin(\mu^2 + 1) = (\mu^2 - 1)\sin 2\theta. \tag{3.53}\]

By using the trigonometric formulas
\[\cos(\mu^2 - 1) = \cos \mu^2 \cos \theta + \sin \mu^2 \sin \theta, \tag{3.54}\]
\[\sin(\mu^2 + 1) = \sin \mu^2 \cos \theta + \cos \mu^2 \sin \theta, \tag{3.54}\]

the left side of (3.53) leads to
\[-2\sin \mu^2 \cos \mu^2 (\cos^2 \theta + \sin^2 \theta) - 2\cos \theta \sin \theta (\cos^2 \mu^2 \theta + \sin^2 \mu^2 \theta) = -\sin 2\mu^2 \theta - \sin 2\theta. \tag{3.55}\]

Then we have from (3.53)
\[-\sin 2\mu^2 \theta = \mu^2 \sin 2\theta. \tag{3.56}\]

Combining (3.50) and (3.56) yields the following theorem.

**Theorem 3.1.** Let (3.39) be given for the free stress conditions (3.30). There exist the equalities
\[\sin 2\mu^2 \theta = \mu^2 \sin 2\theta, \tag{3.57}\]

where the signs “−” and “+” are for the symmetric and the antisymmetric cases, respectively.

**Proof.** We only show the sign correspondence. The equality (3.57) with sign “−” results from (3.56), which denotes the nonzero coefficients \( b_k \) and \( d_k \) of symmetric solutions \( u, v \) in (3.20) and (3.21) satisfying \( u_y = v = 0 \) at \( \theta = 0 \). Also the equality (3.57) with the sign “+” corresponds to the antisymmetric solutions \( u, v \) satisfying \( u_y = v = 0 \) at \( \theta = 0 \). This completes the proof of Theorem 3.1.

When the complex roots \( \mu^2 = \mu_k \) (or the real roots in special cases) are obtained from (3.57), the coefficients satisfy the following relations:
\[c_k = p_k^* D_{\alpha_k}, \quad d_k = q_k^* D_{\beta_k}, \tag{3.58}\]

where \( p_k \) and \( q_k \) are complex given by
\[p_k^* = -\mu_k \cos 2\theta + \sqrt{1 - (\mu_k \sin 2\theta)^2} \tag{3.59}\]
\[q_k^* = -\left\{ \mu_k \cos 2\theta + \sqrt{1 - (\mu_k \sin 2\theta)^2} \right\} \tag{3.60}\]

Then the particular solutions of (3.20) and (3.21) are then simplified as
\[u_k = \sum_{k=1}^{n} \left\{ (a_k b_k^* D_{\alpha_k} + D_{\mu_k - 2\theta}) \left[ (\alpha_k^* b_k D_{\beta_k} + \alpha_k b_k^* D_{\beta_k}) \right] + b_k \right\} \tag{3.61} \]
\[v_k = \sum_{k=1}^{n} \left\{ a_k^* b_k D_{\alpha_k} + (\alpha_k b_k^* D_{\beta_k} + \alpha_k b_k D_{\beta_k}) \right\} a_k \tag{3.62} \]

which also coincide with Lin and Tong [48] and Qin [60].

Below, we prove (3.59) and (3.60) under the assumptions:
\[\cos \mu^2 \theta \neq 0, \quad \sin \mu^2 \theta \neq 0. \tag{3.63}\]

The relation between coefficients \( a \) and \( c \) can be found in (3.43) under (3.50)
\[c = -\frac{1}{\cos \mu^2 \theta} [2D \sin (\mu^2 - 1) \sin \theta + D (\mu^2 - 1) \cos (\mu^2 - 2) \theta] a = p^* (\mu^2) \Theta, \tag{3.64}\]

to give
\[p^* (\mu^2) = -\frac{1}{\cos \mu^2 \theta} \left[ 2(\sin \mu^2 \theta \cos \theta - \cos \mu^2 \theta \sin \theta) \sin \theta \right] \]
\[+ (\mu^2 - 1) (\cos \mu^2 \theta \sin 2\theta + \sin \mu^2 \theta \sin 2\theta)) = 2\sin^2 \theta - (\mu^2 - 1) \cos 2\theta \frac{\sin \mu^2 \theta}{\cos \mu^2 \theta} [2\cos \theta \sin \theta + (\mu^2 - 1) \sin 2\theta] \]
\[= 1 - (\mu^2 \cos 2\theta - \sin \mu^2 \theta \cos \mu^2 \theta) \sin 2\theta. \tag{3.65} \]
\[\sin \mu^2 \theta \cos \mu^2 \theta = \mu^2 \cos 2\theta - \sin 2\theta. \tag{3.66} \]

From (3.50) we have
\[p^* (\mu^2) = 1 - \mu^2 \cos 2\theta - 2 \sin^2 \mu^2 \theta = -\mu^2 \cos 2\theta + \cos 2\mu^2 \theta = -\mu^2 \cos 2\theta + \sqrt{1 - (\mu^2 \sin 2\theta)^2}. \tag{3.66} \]

This is the first formula (3.59). Next for coefficients \( b \) and \( d \), we have from (3.44) under (3.56),

\[
d = -\frac{1}{\sin \mu \Theta} [-2\cos(\mu - 1)\sin(\mu - 2)\Theta] = q(\mu)Db,
\]

(3.67)

to give

\[
q(\mu) = -\frac{1}{\sin \mu \Theta} [-2\cos(\mu - 1)\sin(\mu - 2)\Theta]
\]

(3.68)

where we have used (3.56) again. This completes the proof of (3.59) and (3.6).

4. Models of crack singularity

In this section, let us consider the interior crack (i.e., crack tip) with free stress at \( \theta = \pm \pi \). Since \( \cos(n\pi) = \pm \cos(\pi/2) = 0 \) and \( \sin(n\pi) = \pm \sin(\pi/2) = \pm 1 \), we have the boundary conditions from (3.35) and (3.36)

\[
\sigma_{\theta\theta} = 0, \quad \sigma_{\phi\phi} = 0 \quad \text{at} \quad \theta = \pm \pi.
\]

(4.1)

Let \( \theta = \pi \), and free stress is assigned to the interior crack at \( \theta = \pm \theta(= \pm \pi) \). We may also choose a group of four coefficients \( a_0, b_0, c_k \) and \( d_k \) directly to satisfy the boundary conditions (4.1), to obtain the matrix equation

\[
\text{By} = 0.
\]

(4.2)

where \( y = (a, b, c, d)^T \) and the matrix is given by

\[
B = \begin{pmatrix}
D_{\mu}^2(\mu - 1)\cos(\mu - 1) & D_{\mu}^2(\mu - 1)\sin(\mu - 1) & \mu \cos(\mu - 1) & \mu \sin(\mu - 1)
\end{pmatrix}
\]

(4.3)

When \( \mu = n + \frac{1}{2} \), Eq. (4.3) leads to

\[
\begin{pmatrix}
0 & D_{\mu}^2(\mu - 1)\cos(\mu - 1) & 0 & \mu \sin(\mu - 1)
\end{pmatrix}
\]

(4.4)

to give

\[
c = -(n + \frac{1}{2})Da, \quad d = -(n + \frac{1}{2})Db \quad \text{for} \quad \mu = n + \frac{1}{2}
\]

(4.5)

Next when \( \mu = n \), Eq. (4.3) leads to

\[
\begin{pmatrix}
0 & D_{\mu}^2(\mu - 1)\cos(\mu - 1) & 0 & \mu \cos(\mu - 1)
\end{pmatrix}
\]

(4.6)

to give

\[
c = -(n - 1)Da, \quad d = -(n - 1)Db \quad \text{for} \quad \mu = n
\]

(4.7)

Hence Eqs. (2.30) and (2.31) are simplified as

\[
u_n = \sum_{n=0}^{n+1/2} \left( a_{n+1} \left[ \frac{1}{2}(n+1)D \right] \sin \left( n + \frac{1}{2} \right) \theta + D \left( n + \frac{1}{2} \right) \sin \left( n - \frac{3}{2} \right) \theta \right) + b_{n+1} \left[ \left( 1 + \frac{1}{2} \right) D \cos \left( n + \frac{1}{2} \right) \theta \right]
\]

\[
\Delta - D \left( n + \frac{1}{2} \right) \cos \left( n - \frac{3}{2} \right) \theta \right] + b_0
\]

(4.8)

\[ v_i = \sum_{n=0}^{L-1} r^{n+1/2} a_{2n+1} \left[ \left( 1 - \left( n + \frac{3}{2} \right) D \right) \cos \left( n + \frac{1}{2} \right) \theta + D \left( n + \frac{1}{2} \right) \cos \left( n + \frac{3}{2} \right) \right] + b_{2n+1} \left[ \left( 1 - \left( n - \frac{1}{2} \right) D \right) \sin \left( n + \frac{1}{2} \right) \theta + D \left( n + \frac{1}{2} \right) \sin \left( n + \frac{3}{2} \right) \right] + \sum_{n=1}^{L} r^n \left[ a_{2n} \left( 1 - \left( n + 1 \right) D \right) \cos n \theta + Dn \cos \left( n - 2 \right) \theta \right] + b_{2n} \left( 1 - \left( n + 1 \right) D \right) \sin n \theta + Dn \sin \left( n - 2 \right) \theta \right] + a_0. \] 

(4.9)

### 4.1. Symmetric Model C of crack singularity

Let us mimic the cracked-beam problem in [51] satisfying the boundary conditions in Fig. 1 for elastostatics. For the rectangle \( S = \{(x,y) \mid -1 \le x \le 1, 0 \le y \le 1 \} \), consider the free stress conditions on an interior crack at \( \overline{OD} \), and the symmetric boundary conditions on \( \overline{OA} \cup \overline{AB} \cup \overline{CD} \). We suppose that \( v = 1 \) on \( \overline{BC} \) and no exterior force along the x direction, which implies \( \sigma_{xy} = u_y + v_x = 0 \). Since \( v_x = 0 \) on \( \overline{BC} \) we have \( u_y = 0 \). Then the symmetric model is given by \( v = u_y = 0 \) at \( \theta = 0 \). Since \( \overline{\tilde{u}} / \overline{\tilde{v}} = \overline{\tilde{u}} / \overline{\tilde{r}} \theta = 0 \) at \( \theta = 0 \), we have from (4.8) and \( D = (0,1) \)

\[ \sigma_{xy} = \sigma_y = 0 \quad \text{on} \quad \overline{OD}, \]

(4.10)

Then Eq. (4.8) leads to

\[ u_i = \sum_{n=0}^{L-1} r^{n+1/2} b_{2n+1} \left[ \left( 1 + \left( n - \frac{1}{2} \right) D \right) \cos \left( n + \frac{1}{2} \right) \theta - D \left( n + \frac{1}{2} \right) \cos \left( n + \frac{3}{2} \right) \right] + \sum_{n=1}^{L} r^n \left[ b_{2n} \left( 1 + \left( n + 1 \right) D \right) \cos n \theta - Dn \cos \left( n - 2 \right) \theta \right] + b_0. \]

(4.11)

Also from \( v = 0 \) at \( \theta = 0 \) we also have (4.10), and then Eq. (4.9) leads to

\[ v_i = \sum_{n=0}^{L-1} r^{n+1/2} a_{2n+1} \left[ \left( 1 - \left( n - \frac{1}{2} \right) D \right) \sin \left( n + \frac{1}{2} \right) \theta + D \left( n + \frac{1}{2} \right) \sin \left( n + \frac{3}{2} \right) \right] + \sum_{n=1}^{L} r^n \left[ a_{2n} \left( 1 - \left( n + 1 \right) D \right) \cos n \theta - Dn \cos \left( n - 2 \right) \theta \right] + a_0. \]

(4.12)

Note that Eqs. (4.11) and (4.12) are exactly the same as those in [43], derived by different approaches. Model C is the symmetric model to satisfy the Cauchy–Navier equation (2.5) with the following boundary conditions:

\[ \sigma_{xy} = \sigma_y = 0 \quad \text{on} \quad \overline{OD}, \]

(4.13)

\[ v = u_y = 0 \quad \text{on} \quad \overline{OA}, \]

(4.14)

\[ u = v_x = 0 \quad \text{on} \quad \overline{AB} \cup \overline{CD}, \]

(4.15)

\[ v = 1, \quad u_y = 0 \quad \text{on} \quad \overline{BC}. \]

(4.16)

### 4.2. Anti-symmetric model D of crack singularity

For the anti-symmetric model with \( u = v = 0 \) at \( \theta = 0 \) on \( \overline{OA} \), Model D of crack singularity is called. Since coefficients \( b_i = 0 \) vi, the particular solutions are obtained from (4.8) and (4.9)

\[ u_i = \sum_{n=0}^{L-1} r^{n+1/2} \left[ a_{2n+1} \left[ \left( 1 + \left( n + \frac{3}{2} \right) D \right) \sin \left( n + \frac{1}{2} \right) \theta - D \left( n + \frac{1}{2} \right) \sin \left( n + \frac{3}{2} \right) \right] \right] + \sum_{n=1}^{L} r^n \left[ a_{2n} \left( 1 + \left( n + 1 \right) D \right) \cos n \theta - Dn \cos \left( n - 2 \right) \theta \right] + a_0. \]

(4.17)

\[ v_i = \sum_{n=0}^{L-1} r^{n+1/2} \left[ a_{2n+1} \left[ \left( 1 - \left( n + \frac{3}{2} \right) D \right) \cos \left( n + \frac{1}{2} \right) \theta + D \left( n + \frac{1}{2} \right) \cos \left( n + \frac{3}{2} \right) \right] \right] + \sum_{n=1}^{L} r^n \left[ a_{2n} \left( 1 - \left( n + 1 \right) D \right) \cos n \theta + Dn \cos \left( n - 2 \right) \theta \right] + a_0. \]

(4.18)

---

Combining (4.19), (4.27) and (4.28) gives
\[ \phi(z) = \sum_{k=0}^{\infty} \gamma_k z^{k/2}, \]
(4.21)

where the complex variable \( z = x + iy = r e^{i\theta} = r \cos \theta + i \sin \theta, \)
(4.20)

and from (4.21)
\[ w(z) = -\sum_{k=0}^{\infty} \left[ i \gamma_k + \gamma_k (-1)^k \right] z^{k/2}, \]
(4.22)

where the complex coefficients \( \gamma_k = \alpha_k + i \beta_k. \) Then we have from (4.19)
\[ u = \frac{1}{2\mu} \partial_z (\lambda \phi(z) - z \partial_z (\overline{\phi(z)} - \overline{w(z)})), \]
(4.23)

and from (4.21)
\[ \partial_z \overline{\phi(z)} = \sum_{k=0}^{\infty} k \gamma_k z^{k-1/2} = \sum_{k=0}^{\infty} k \gamma_k (x_k + i y_k) x^{(k-2)/2} = \sum_{k=0}^{\infty} k^{k/2} \left\{ (z_k \cos (k/2 - 2) \theta - \beta_k \sin (k/2 - 2) \theta) + i \left( z_k \sin (k/2 - 2) \theta + \beta_k \cos (k/2 - 2) \theta \right) \right\}. \]
(4.24)

From (4.23) and (4.24) we have
\[ \lambda \phi(z) - z \partial_z \overline{\phi(z)} = \sum_{k=0}^{\infty} \left( \lambda \gamma_k z^{k/2} - \frac{k}{i \gamma_k} + (-1)^k (x_k - iy_k) \right) x^{(k-2)/2} = \sum_{k=0}^{\infty} k^{k/2} \left\{ z_k \left[ \cos \left( \frac{k}{2} \theta - k \sin \frac{k}{2} \theta \right) \right] - \beta_k \left[ \sin \left( \frac{k}{2} \theta + k \cos \frac{k}{2} \theta \right) \right] \right\}. \]
(4.25)

Combining (4.19), (4.27) and (4.28) gives
\[ \lambda \phi(z) - z \partial_z \overline{\phi(z)} - w(z) = \sum_{k=0}^{\infty} k^{k/2} \left\{ \lambda \gamma_k \cos \left( \frac{k}{2} \theta - k \sin \frac{k}{2} \theta \right) + \left( \frac{k}{2} \cos \frac{k}{2} \theta - \frac{k}{2} \left( -1 \right)^k \right) \beta_k \sin \left( \frac{k}{2} \theta + k \cos \frac{k}{2} \theta \right) \right\} + i \left\{ \gamma_k \left[ \cos \left( \frac{k}{2} \theta + k \cos \frac{k}{2} \theta \right) \right] - \beta_k \left[ \sin \left( \frac{k}{2} \theta - k \sin \frac{k}{2} \theta \right) \right] \right\}. \]
(4.29)
Hence we have from (4.23), (4.24) and (4.29)
\[ u = \frac{1}{2\mu} \sum_{k=0}^{\infty} r^{k/2} \left[ \beta_k \cos \left( \frac{k}{2} \right) - \frac{k}{2} \cos \left( \frac{k}{2} - 2 \right) \right] I_{n-k} \left[ \sin \left( \frac{k}{2} \right) \right] - \beta_k \left[ \frac{k}{2} \sin \left( \frac{k}{2} \right) - \frac{k}{2} \sin \left( \frac{k}{2} - 2 \right) \right] I_{n-k} \left[ \cos \left( \frac{k}{2} \right) \right] \right], \] (4.30)
\[ v = \frac{1}{2\mu} \sum_{k=0}^{\infty} r^{k/2} \left[ \beta_k \sin \left( \frac{k}{2} \right) + \frac{k}{2} \sin \left( \frac{k}{2} - 2 \right) \right] I_{n-k} \left[ \cos \left( \frac{k}{2} \right) \right] + \beta_k \left[ \frac{k}{2} \cos \left( \frac{k}{2} \right) + \frac{k}{2} \cos \left( \frac{k}{2} - 2 \right) \right] I_{n-k} \left[ \sin \left( \frac{k}{2} \right) \right] \right]. \] (4.31)

Since \( D = 1/\varepsilon \), for \( k = 2n \) and \( k = 2n+1 \) we have from (4.30)
\[ u = \frac{1}{2\mu} \sum_{k=0}^{\infty} r^{n+1/2} \sum_{l=0}^{\infty} \frac{n!}{l!} D^{n-l} \left[ \sin \left( \frac{n+1}{2} \right) \right] \cos \left( \frac{n}{2} \right) \cos \left( \frac{n}{2} - 2 \right) \cos \left( \frac{n}{2} - 4 \right) \cdots \cos \left( \frac{n}{2} - 2l \right) \left[ \cos \left( \frac{n}{2} \right) \right] - \beta_k \left[ \frac{n}{2} \sin \left( \frac{n}{2} \right) - \frac{n}{2} \sin \left( \frac{n}{2} - 2 \right) \cos \left( \frac{n}{2} - 4 \right) \cdots \cos \left( \frac{n}{2} - 2l \right) \right] \right] \right] \] (4.32)

Also from (4.31),
\[ v = \frac{1}{2\mu} \sum_{k=0}^{\infty} r^{n+1/2} \sum_{l=0}^{\infty} \frac{n!}{l!} D^{n-l} \left[ \cos \left( \frac{n+1}{2} \right) \right] \sin \left( \frac{n}{2} \right) \sin \left( \frac{n}{2} - 2 \right) \sin \left( \frac{n}{2} - 4 \right) \cdots \sin \left( \frac{n}{2} - 2l \right) \left[ \sin \left( \frac{n}{2} \right) \right] - \beta_k \left[ \frac{n}{2} \sin \left( \frac{n}{2} \right) - \frac{n}{2} \sin \left( \frac{n}{2} - 2 \right) \sin \left( \frac{n}{2} - 4 \right) \cdots \sin \left( \frac{n}{2} - 2l \right) \right] \right] \right] \] (4.33)

By letting
\[ b_n = \frac{\beta_n}{2\mu} \beta_n = \frac{\beta_n}{2\mu} D \]
Eqs. (4.32) and (4.33) lead to the exact particular solutions (4.8) and (4.9). This completes the proof of the equivalence between the explicit complex solutions in [55] and the explicit particular solutions for the crack tip with the free traction conditions. Note that by our systematic analysis, the explicit particular solutions (4.8) and (4.9) are easily derived, and their simple functions can be applied widely for practical problems.

5. The collocation Trefftz method

Take Model C as example. We choose the particular solutions (4.11) and (4.12), and denote this solution set by \( V_1 \). Since they satisfy the governed equations (2.1) and the boundary conditions on \( \partial D \cup \partial A \) in Fig. 1 already, the coefficients \( a_n \) and \( b_n \) are sought by satisfying the rest of the boundary conditions in (4.15) and (4.16). Define the boundary energy
\[ I(u,v) = \int_{\partial D} (u-v) r^2 f^2 \, d\gamma + \int_{\partial A} u^2 \, d\gamma, \] (5.1)
where \( w \) is a weight. We choose \( w = 1/\varepsilon \) in computation. The collocation Trefftz method (CTM) reads: To seek \( (u_0,v_0) \) in \( V_1 \) such that
\[ I(u_0,v_0) = \min_{(u,v) \in V_1} I(u,v). \] (5.2)
When the integrals in (5.1) involve integration approximation, the numerical solutions are given by
\[ I(u_0,v_0) = \min_{(u,v) \in V_1} \hat{I}(u,v), \] (5.3)
where
\[ \hat{I}(u,v) = \int_{\partial D} (u-v)^2 \, d\gamma + \int_{\partial A} u^2 \, d\gamma, \] (5.4)
where \( \hat{f} \) is the numerical approximation of \( f \) by some rules, such as the central or the Gauss rule.

We may establish the collocation equations of \( u_0 \) and \( v_0 \), to satisfy (4.15) and (4.16) directly. Denote the basis of particular solutions by
\[ \phi_{n+1}(r,\theta) = r^{n+1/2} \left[ \left( 1 + D \left( n+1 \right) \right) \cos \left( \frac{n}{2} \right) \cos \left( \frac{n}{2} - 2 \right) \cos \left( \frac{n}{2} - 4 \right) \cdots \cos \left( \frac{n}{2} - 2l \right) \right], \] (5.5)
\[ \psi_{n+1}(r,\theta) = r^{n+1/2} \left[ \left( 1 - D \left( n+1 \right) \right) \sin \left( \frac{n}{2} \right) \sin \left( \frac{n}{2} - 2 \right) \sin \left( \frac{n}{2} - 4 \right) \cdots \sin \left( \frac{n}{2} - 2l \right) \right]. \] (5.6)
Then the solutions (4.11) and (4.12) are denoted simply by
\[ u_0 = \sum_{n=1}^{N} b_n \phi_n(r,\theta) + b_0, \quad v_0 = \sum_{n=1}^{N} b_n \psi_n(r,\theta). \] (5.7)

Let $\mathbb{A} \cup \mathbb{B} \cup \mathbb{C}$ be divided uniformly into small sections with length $h = 1/N$. On $\mathbb{C}$, let $Q_i = (r_i, \theta_i)$ denote the middle nodes of the small sections, we may have the following collocation equations from (4.16)

$$\sqrt{h} \left\{ \sum_{n=1}^{2L} b_n \Psi_n(r_i, \theta_i) \right\} = \sqrt{h}, \quad (r_i, \theta_i) \in \mathbb{C}, \quad \text{(5.8)}$$

$$w\sqrt{h} \sum_{n=1}^{2L} b_n \frac{\partial}{\partial y} \Phi_n(r_i, \theta_i) = 0, \quad (r_i, \theta_i) \in \mathbb{B}, \quad \text{(5.9)}$$

where $w$ is a weight constant to balance two kinds of collocation equations. In computation, we choose $w = 1/L$ (see [38]). Similarly, from (4.15), we obtain the collocation equations on $\mathbb{A} \cup \mathbb{D}$,

$$\sqrt{h} \left\{ \sum_{n=1}^{2L} b_n \Phi_n(r_i, \theta_i) + b_0 \right\} = 0, \quad (r_i, \theta_i) \in \mathbb{A} \cup \mathbb{D}, \quad \text{(5.10)}$$

$$w\sqrt{h} \sum_{n=1}^{2L} b_n \frac{\partial}{\partial x} \Psi_n(r_i, \theta_i) = 0, \quad (r_i, \theta_i) \in \mathbb{A} \cup \mathbb{D}, \quad \text{(5.11)}$$

Eqs. (5.8)-(5.11) form the linear algebraic equations,

$$Fx = b, \quad \text{(5.12)}$$

where $F \in \mathbb{R}^{m \times m}$ ($m \geq n$), $x \in \mathbb{R}^n$ and $b \in \mathbb{R}^m$. The number of unknown coefficients is $n = 2L+1$ and $m = 8M$ and $M$ denotes the number of collocation nodes on $\mathbb{A} \cup \mathbb{A}$. In computation, we always choose $m > n$. Hence Eq. (5.12) is the system of over-determined equations. We may choose the least squares method, or the QR factorization, to seek the coefficient vector $x = (b_0, b_1, b_2, \ldots, b_2L)^T$. The CTM is studied in [44] for Poisson’s, biharmonic and Helmholtz equations, as well as eigenvalue problems. The equivalence between (5.3) and the above collocation equations (5.12) can be proven easily by the following [44]. Error bounds may also be derived; details appear elsewhere.

To measure numerical stability, we compute the condition number for (5.12) by

$$\text{Cond} = \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}},$$

where $\sigma_{\text{max}}$ and $\sigma_{\text{min}}$ are the maximal and the minimal singular values of matrix $F$, respectively. A better criterion of numerical stability is given by the effective condition number in Li et al. [42], defined by

$$\text{Cond}_{\text{eff}} = \frac{\|b\|}{\sigma_{\text{min}}\|x\|},$$

where $\|x\|$ and $\|b\|$ are the 2-norms.

6. Fundamental solutions

The fundamental solutions (FS) are important for linear elastostatics in both theory and computation. Although the FS are used in many papers of linear elastostatics, there seems to be a lack of systematic analysis of the explicit functions and their applications for singularity problems. The systematic analysis of the FS is one of goals of this paper, and it is explored in the rest of this paper.

Let $\tilde{d}_i = (a_i, b_i)^T$ with the constants $a_i$ and $b_i$, and $\tilde{w}_i = (u_i, v_i)^T$, we have from the principal fundamental solutions in Chen and Zhou [7]

$$\tilde{w}_i = E_2(\tilde{x}_i, \tilde{\eta}_i) \tilde{d}_i,$$  

where

$$E_2(\tilde{x}, \tilde{\eta}) = \frac{\tilde{z} + 3\mu}{4\pi \mu (\tilde{x} + 2\mu)} \left\{ -\ln r_1, r_2, \tilde{z} + 3\mu + \frac{1}{\tilde{x} + 3\mu} \right\} \left( \tilde{x} - \tilde{\eta} \right)^T,$$

where $r_1 = |x - \tilde{z}|$ and $l_2$ is the identity matrix. Choose the source points $Q_i = (\tilde{z}_i, \tilde{\eta}_i)$ to be uniformly located on the larger circle $\hat{\ell}$ of the solution domain $S$, based on Bogomolny [4] and Li [40]. We have

$$x = r \cos \theta, \quad y = r \sin \theta,$$

$$\tilde{z}_i = R \cos \phi_i, \quad \tilde{\eta}_i = R \sin \phi_i, \quad i = 1, 2, \ldots, n,$$

where the radius of $\hat{\ell}$ is $R > \max_{\tilde{z}} r$. For the uniform source nodes, $r = \sqrt{x^2 + y^2}$, $R = \sqrt{\tilde{z}_i^2 + \tilde{\eta}_i^2}$ and $\phi_i = i2\pi/N$, we have

$$r_1 = r_2 = r(x_{\tilde{z}1}) = \sqrt{R^2 + r^2 - 2R \cos(\theta - \phi_1).}$$

Then the principal fundamental solutions are given by

$$\tilde{w}_i = E_2(\tilde{x}, \tilde{\eta}) \tilde{d}_i, \quad i = 1, 2, \ldots, n,$$

where

$$u_i = a_i \left( -A \ln r + B \frac{(x - \tilde{z}_i)^2}{r_1^2} \right) + b_i \frac{(x - \tilde{z}_i)(y - \tilde{\eta}_i)}{r_1^2},$$

where

\[ v_i = a_i B \frac{(x-x_i)^2 + (y-y_i)^2}{r_i^2} + b_i \left(-\ln r_i + B \frac{(y-y_i)^2}{r_i^2}\right). \] (6.7)

and the constants

\[ A = \frac{\lambda + 3\mu}{4\pi\mu(\lambda + 2\mu)}, \quad B = \frac{\lambda + \mu}{4\pi\mu(\lambda + 2\mu)}. \] (6.8)

By adding the fundamental solutions \( V(-\ln r) \) in (2.14), we obtain linear combination of all fundamental solutions,

\[ u_N = u_N(x,y) = \sum_{i=1}^{N} \left\{ a_i \left(-\ln r_i + D \frac{(x-x_i)^2 + (y-y_i)^2}{r_i^2}\right) + b_i D \frac{(x-x_i)(y-y_i)}{r_i^2} + c_i \frac{(x-x_i)}{r_i^2} \right\}, \] (6.9)

\[ v_N = v_N(x,y) = \sum_{i=1}^{N} \left\{ a_i D \frac{(x-x_i)(y-y_i)}{r_i^2} + b_i \left(-\ln r_i + D \frac{(y-y_i)^2}{r_i^2}\right) + c_i \frac{(y-y_i)}{r_i^2} \right\}, \] (6.10)

where \( a_i, b_i \) and \( c_i \) are the coefficients, the constant

\[ D = B A = \frac{\kappa}{1-\kappa} = \frac{\lambda + 3\mu}{3 - 4\nu}, \] (6.11)

for the plan strain problems, and \( \kappa \) is given in (2.11).

6.1. Equivalence to complex FS

The complex fundamental solutions (CFS) are given in [52, 31]. Denote the complex function \( \tilde{w}_N(x,y) = u_N(x,y) + iv_N(x,y) \) and the complex coefficients \( \zeta_j = a_j + ib_j \). Let \( \tilde{P} = (x,y)^T \) and \( \zeta_j = (\xi_j, \eta_j)^T \). The CFS are given by

\[ \tilde{w}_N(Q_j, P) = \sum_{j=1}^{N} \left\{ \ln(z_{Q_j} - z_P) z_{Q_j} - z_P \right\} x_j + D \frac{(z_{Q_j} - z_P)^2}{(z_{Q_j} - z_P)} \right\}, \] (6.12)

where \( D \) is given in (6.11). There exists the equality,

\[ \frac{z}{2} = \frac{x+iy}{x-iy} = \frac{x^2 - y^2}{2x^2} + \frac{2xy}{2x^2}, \] (6.13)

where \( r = \sqrt{x^2 + y^2} \). We obtain from (6.12) and (6.13)

\[ u_N(x,y) = \sum_{j=1}^{N} \left\{ a_j \left(-2\ln r_{Q_j} + D \frac{1}{r_{Q_j}} \frac{(x-x_j)^2}{r_{Q_j}^2} - (y-y_j)^2\right) + b_j 2D \frac{(y-y_j)^2}{r_{Q_j}^2} \right\}, \] (6.14)

\[ v_N(x,y) = \sum_{j=1}^{N} \left\{ b_j \left(-2\ln r_{Q_j} + D \frac{1}{r_{Q_j}} \frac{(y-y_j)^2}{r_{Q_j}^2} - (x-x_j)^2\right) + a_j 2D \frac{(x-x_j)^2}{r_{Q_j}^2} \right\}, \] (6.15)

where \( r_{Q_j} = \sqrt{(x-x_j)^2 + (y-y_j)^2} \). By using the relations,

\[ \frac{1}{r_{Q_j}^2} (x-x_j)^2 - (y-y_j)^2 = 2 \frac{(y-y_j)^2}{r_{Q_j}^2} - 1, \] (6.16)

\[ \frac{1}{r_{Q_j}^2} (y-y_j)^2 - (x-x_j)^2 = 2 \frac{(x-x_j)^2}{r_{Q_j}^2} - 1, \] (6.17)

Eqs. (6.14) and (6.15) lead to

\[ u_N(x,y) = 2 \sum_{j=1}^{N} \left\{ a_j \left(-2\ln r_{Q_j} + D \frac{1}{r_{Q_j}} \frac{(x-x_j)^2}{r_{Q_j}^2} - \frac{1}{2} \right) + b_j 2D \frac{(x-x_j)(y-y_j)}{r_{Q_j}^2} \right\}, \] (6.17)

\[ v_N(x,y) = 2 \sum_{j=1}^{N} \left\{ b_j \left(-2\ln r_{Q_j} + D \frac{1}{r_{Q_j}} \frac{(y-y_j)^2}{r_{Q_j}^2} - \frac{1}{2} \right) + a_j 2D \frac{(x-x_j)(y-y_j)}{r_{Q_j}^2} \right\}. \] (6.18)

Comparing (6.17) and (6.18) with (6.9) and (6.10), there is a difference of translation. Hence, the equivalence of the FS and the CFS is proved.

6.2. Proof of fundamental solutions

First let \( \bar{h} = 0 \), and then \( q = -\ln r \), we have the simple FS from (2.14)

\[ \tilde{w}(x) = -\kappa \nabla q = -\kappa (q_x, q_y)^T = \kappa \left( \frac{x}{r^2}, \frac{y}{r^2} \right)^T. \] (6.19)
We may verify the FS in (6.19) satisfying (2.5). Since \( \Delta q = \Delta(-1) = 0 \), we have
\[
\nabla \cdot \hat{w} = -\kappa (q_{xx} + q_{yy}) = -\kappa \Delta q = 0,
\]
\[
\nabla (\nabla \cdot \hat{w}) = \nabla (-\kappa \Delta q) = 0,
\]
\[
\Delta \hat{w} = -\kappa \Delta (q_{x}, q_{y})^T = -\kappa ((\Delta q_{x}, (\Delta q_{y}))^T = (0, 0)^T.
\]
(6.20)

Evidently, Eq. (2.5) is satisfied.
Next, let \( q = 0 \), we have the principal FS from (2.14)
\[
\hat{w}(\vec{x}) = \hat{h}(\vec{x}) - \kappa \nabla \cdot \hat{h}(\vec{x})].
\]
(6.21)
The FS in (6.2) is expressed simply in the matrix form with a constant factor difference
\[
\begin{pmatrix}
-\ln(1-\kappa) + \frac{x^2}{r_2 \tau} & \frac{xy}{r_2 \tau} \\
\frac{xy}{r_2 \tau} & -\ln(1-\kappa) + \frac{y^2}{r_2 \tau}
\end{pmatrix} = (1-\kappa) \begin{pmatrix}
-\ln + \frac{\kappa x^2}{r_2 \tau} & \frac{\kappa xy}{r_2 \tau} \\
\frac{\kappa xy}{r_2 \tau} & -\ln + \frac{\kappa y^2}{r_2 \tau}
\end{pmatrix},
\]
(6.22)
where \( D \) is given in (6.11). Below we will derive (6.22) directly from (6.21).
Let \( \hat{h}(\vec{x}) = (-\ln, 0)^T \), where \( r = \sqrt{x^2 + y^2} \). We have
\[
\hat{w}(\vec{x}) = \begin{pmatrix}
-\ln(1-\kappa) + \frac{x^2}{r_2 \tau} \\
\frac{xy}{r_2 \tau}
\end{pmatrix}.
\]
(6.23)
Since there are the derivatives
\[
\frac{\partial}{\partial x} (\ln r) = \frac{x}{r}, \quad \frac{\partial}{\partial y} (\ln r) = \frac{y}{r},
\]
we obtain from (6.23)
\[
\hat{w}(\vec{x}) = \begin{pmatrix}
0 \\
-\ln(1-\kappa) + \frac{xy}{r_2 \tau}
\end{pmatrix}.
\]
(6.25)
Next choose \( \hat{h}(\vec{x}) = (0, -\ln)^T \), we have
\[
\hat{w}(\vec{x}) = \begin{pmatrix}
0 \\
\frac{xy}{r_2 \tau} - \ln(1-\kappa) + \frac{xy}{r_2 \tau}
\end{pmatrix}.
\]
(6.26)
Combining (6.25) and (6.26) gives the desired matrix (6.22).
Below we prove the principal FS in (6.22) also satisfy the Cauchy–Navier equation (2.5). First for \( \hat{h}(\vec{x}) = (-\ln, 0)^T \), from (6.25) we have
\[
\nabla \cdot \hat{w}(\vec{x}) = \frac{\partial}{\partial x} \left[ -\ln(1-\kappa) + \frac{x^2}{r_2 \tau} \right] + \frac{\partial}{\partial y} \left( \frac{xy}{r_2 \tau} \right) = -\frac{1-\kappa}{r_2 \tau} x^2 + \frac{x}{r_2 \tau} x + \frac{y}{r_2 \tau} y + \frac{1}{r_2 \tau}.
\]
(6.27)
Since
\[
\frac{\partial}{\partial x} \left( \frac{1}{r_2 \tau} \right) = -\frac{2x}{r_2 \tau^2} - \frac{x}{r_2 \tau}, \quad \frac{\partial}{\partial y} \left( \frac{1}{r_2 \tau} \right) = -\frac{y}{r_2 \tau},
\]
Eq. (6.27) leads to
\[
\nabla \cdot \hat{w}(\vec{x}) = \frac{x}{r_2 \tau} + 4x \frac{x}{r_2 \tau} - 2x \frac{x}{r_2 \tau} - 2y \frac{y}{r_2 \tau} = (-1 + 2k) \frac{x}{r_2 \tau}.
\]
(6.29)
where we have used the equality: \( x^2 / r^4 + y^2 / r^4 = x / r^2 \). Next, consider the integral
\[
\mu \int_{B_0} \left\{ \Delta \hat{w} + \frac{1}{1-\kappa} \nabla \cdot \hat{w} \right\}. \quad (6.30)
\]
where \( B_0 \) is a disk with the origin center and the radius \( \varepsilon \). From (6.29) we have
\[
\nabla \hat{w}(\vec{x}) = (-1 + 2k) \begin{pmatrix}
\frac{\partial}{\partial x} \left( \frac{x}{r_2 \tau} \right) \frac{\partial}{\partial y} \left( \frac{x}{r_2 \tau} \right)
\]
(6.31)
Hence we obtain from (6.25) and (6.30)
\[
\vec{t} = (T_3 T_2)^T = \mu \int_{B_0} \left\{ \Delta \left[ -\ln(1-\kappa) + \frac{x^2}{r_2 \tau} \right] - \frac{1 + 2k}{1-2y} \frac{\partial}{\partial x} \left( \frac{x}{r_2 \tau} \right) \right\}.
\]
(6.32)
Let us check the first component of the above equation. From the Green formula, we have

$$T_1 = \mu \int_{B_1} \left\{ -\ln (1 - \kappa) + \kappa \frac{x^2}{r^2} \right\} - \frac{1}{1 - 2\nu} \frac{\partial}{\partial x} \left[ -\ln (1 - \kappa) + \kappa \frac{x^2}{r^2} \right] = \mu \int_{B_1} \left\{ \frac{\partial}{\partial r} \left[ -\ln (1 - \kappa) + \kappa \frac{x^2}{r^2} \right] + \frac{1}{1 - 2\nu} \frac{\partial \kappa}{\partial x} \right\} \right\}. \tag{6.33}$$

Denote $x = r \cos \theta$ and $y = r \sin \theta$. We have

$$\frac{\partial}{\partial \theta} \left[ -\ln (1 - \kappa) + \kappa \frac{x^2}{r^2} \right] = \frac{\partial}{\partial \theta} \left[ -\ln (1 - \kappa) + \kappa \frac{r^2 \cos^2 \theta}{r^2} \right] = -\frac{1}{r} (1 - \kappa),$$

where $r$ is the radius. The component $T_1$ in (6.33) gives

$$T_1 = \mu \int_0^{2\pi} \left\{ -\frac{1}{r} + \frac{1}{1 - 2\nu} \frac{\partial \kappa}{\partial x} \right\} = \mu \int_0^{2\pi} \left\{ \kappa \left[ -\frac{1 - \kappa}{r} \right] + \frac{1}{1 - 2\nu} \frac{\partial \kappa}{\partial x} \right\} = -2\pi \mu + \pi \mu \left[ 2\kappa + \frac{1}{1 - 2\nu} \frac{\partial \kappa}{\partial x} \right] = -2\pi \mu,$$

we have used $\kappa + (1 - 2\nu)/(1 - 2\nu) = 0$ due to $\kappa = 1/(1 - \nu)$.

Finally, for the second component $T_2$ in (6.32), we have

$$T_2 = \mu \int_{B_1} \left\{ \kappa \left[ \frac{1}{r} \right] + \frac{1}{1 - 2\nu} \frac{\partial \kappa}{\partial x} \right\} = \mu \int_{B_1} \left\{ -\frac{1}{r} \cos \theta \sin \theta + \frac{1}{1 - 2\nu} \frac{\partial \kappa}{\partial x} \right\} = \mu \int_0^{2\pi} \left\{ -\frac{1}{r} \cos \theta \sin \theta \right\} = 0. \tag{6.36}$$

From (6.35) and (6.36), the integral $\tilde{T}$ in (6.30) leads to

$$\mu \int_{B_1} \left\{ \Delta \tilde{w} + \frac{1}{1 - 2\nu} \nabla \left[ \nabla \cdot \tilde{w} \right] \right\} = (-2\pi \mu, 0)^T. \tag{6.37}$$

Similarly, for $h(\kappa) = (-\ln r)^2$, we can show

$$\mu \int_{B_1} \left\{ \Delta \tilde{w} + \frac{1}{1 - 2\nu} \nabla \left[ \nabla \cdot \tilde{w} \right] \right\} = (0, -2\pi \mu)^T. \tag{6.38}$$

Hence, by noting (6.1) we obtain the FS in (6.22) as

$$\tilde{E}_2(\varepsilon, \zeta) = \frac{1}{2\pi \mu} \left\{ \Delta \frac{r_k^2}{r_k^2} + D \frac{(\varepsilon - \zeta)^2}{r_k^2} \right\} - \ln r_k + D \frac{(\varepsilon - \zeta)^2}{r_k^2}, \tag{6.39}$$

where $\kappa = (\varepsilon, \zeta)$. The principal FS in (6.39) satisfy the governed equation (2.5).

**Remark 6.1.** This paper also provides a systematic analysis for the FS. The FS are derived in detail, and the proof is provided for the FS to satisfy the Cauchy–Navier equations (2.17) and (2.18) in 2D. Also an equivalence is proved for the FS in this paper and the complex FS in [52,31]. This section is devoted to smooth solutions, and the next section to singularity solutions.

7. The combined Trefftz method with many FS but a few singular PS

Since both the fundamental solutions (FS) and the particular solutions satisfy the Cauchy–Navier equations (2.4) and (2.5), they can be used as the admissible functions in the CMT, to seek numerical solutions. However, since the FS are smooth, the solutions by the MFS are poor for corner singularity problems. We may add a few singular (but not smooth) particular solutions given in (3.61) and (3.62), where the values of leading $\mu$ can be computed numerically in [43]. Note that the explicit particular solutions can be found only for the crack tip (i.e., $\theta = 0$). For general corners with $\theta \neq 0$, the powers $v_j$ satisfying (3.57) have to be computed first, see [43]. Choosing a few singular particular solutions will greatly simplify the numerical algorithms for the Cauchy–Navier equation with corners. Hence the combined Trefftz methods in this paper are more efficient and advantageous for numerical solutions of linear elastostatics with singularity.

In this section, we choose Models C and D, to give numerical algorithms first by using the particular solutions in (4.11) and (4.12), and then by the combined Trefftz methods with many FS and a few singular PS.

7.1. Combined algorithms

Take Model C for example. From (6.14) and (6.15), we choose the mixed type of FS and PS,

$$u_{N+1}(\varepsilon, \zeta) = \sum_{j=1}^{N} \left( a_j \left( -2\ln r_{q_j} + D \frac{(\varepsilon - \zeta)^2}{r_{q_j}^2} \right) + b_j \frac{(\varepsilon - \zeta)(\varepsilon - \eta)(\zeta - \eta)}{r_{q_j}^3} \right) + \sum_{j=1}^{N} \left( d_{j+1} (r) \right) \right\}, \tag{7.1}$$

$$v_{N+1}(\varepsilon, \zeta) = \sum_{j=0}^{N} \left( b_j \left( -2\ln r_{q_j} + D \frac{(\varepsilon - \zeta)^2}{r_{q_j}^2} \right) + a_2 \frac{(\varepsilon - \zeta)(\varepsilon - \eta)(\zeta - \eta)}{r_{q_j}^3} \right) + \sum_{j=1}^{N} \left( d_{j+1} (r, \varepsilon) \right). \tag{7.2}$$

where only the singular particular solutions $\Phi_{2j+1}(r, \theta)$ and $\Psi_{2j+1}(r, \theta)$ are selected from (5.5) and (5.6), and $a_i, b_i, c_i, d_i$ are coefficients to be sought. Note that we do not need the smooth particular solution in (5.5) and (5.6), because the FS can approximate very well the smooth part of the solutions. In computation, we choose $N$ and $L \leq 4$ with the following singular particular solutions:

\[
\Phi_{1}(r, \theta) = r^{1/2} \left[ \left( 1 - \frac{D}{2} \right) \cos \frac{3 \theta}{2} - \frac{3D}{2} \cos \left( \frac{3\theta}{2} \right) \right], \quad \Phi_{3}(r, \theta) = r^{3/2} \left[ \left( 1 + \frac{D}{2} \right) \cos \frac{3 \theta}{2} - \frac{3D}{2} \cos \left( \frac{3\theta}{2} \right) \right],
\]

\[
\Phi_{5}(r, \theta) = r^{5/2} \left[ \left( 1 + \frac{3D}{2} \right) \cos \frac{3 \theta}{2} - \frac{3D}{2} \cos \left( \frac{3\theta}{2} \right) \right], \quad \Phi_{7}(r, \theta) = r^{7/2} \left[ \left( 1 + \frac{3D}{2} \right) \cos \frac{3 \theta}{2} - \frac{3D}{2} \cos \left( \frac{3\theta}{2} \right) \right].
\]

\[
\Psi_{1}(r, \theta) = r^{1/2} \left[ \left( 1 - \frac{D}{2} \right) \sin \frac{3 \theta}{2} - \frac{3D}{2} \sin \left( \frac{3\theta}{2} \right) \right], \quad \Psi_{3}(r, \theta) = r^{3/2} \left[ \left( 1 + \frac{D}{2} \right) \sin \frac{3 \theta}{2} - \frac{3D}{2} \sin \left( \frac{3\theta}{2} \right) \right],
\]

\[
\Psi_{5}(r, \theta) = r^{5/2} \left[ \left( 1 + \frac{3D}{2} \right) \sin \frac{3 \theta}{2} - \frac{3D}{2} \sin \left( \frac{3\theta}{2} \right) \right], \quad \Psi_{7}(r, \theta) = r^{7/2} \left[ \left( 1 + \frac{3D}{2} \right) \sin \frac{3 \theta}{2} - \frac{3D}{2} \sin \left( \frac{3\theta}{2} \right) \right].
\]

A combined method with $L=1$ was used in Karageorghis et al. [3.30]. Since the FS do not satisfy the boundary conditions on $\partial D \cup \partial \Gamma$, the algorithms of the MFS and the combined Trefftz method are modified as follows. Define the boundary energy

\[
\tilde{I}_1(u,v) = \int_{\Gamma_{M}} [v^2 + w^2 u_r^2] + \int_{\Gamma_{S}} \omega^2 (\sigma_{xy}^2 + \sigma_{yy}^2),
\]

where $\tilde{I}(u,v)$ is given in (5.4). Denote $V_{N-1}$ the sets of the functions in (7.1) and (7.2). The combined Trefftz method reads: To seek $(u_{N-1}, v_{N-1}) \in V_{N-1}$ such that

\[
\tilde{I}_1(u,v) = \min_{(u,v) \in V_{N-1}} \tilde{I}_1(u,v),
\]

called the combined Trefftz method with FS and singular PS.

We may also establish the collocation equations of $u_{N-1}$ and $v_{N-1}$ to satisfy (4.13)–(4.16) directly. The collocation equations on $\partial \Omega \cup \partial \Gamma$ are similar to those in Section 5. Here we only give the collocation equations on $\partial \Omega \cup \partial D$. Let $\partial \Omega$ be divided uniformly into small sections with the length $h$. Denote $n = 1/N$. On $\partial \Omega$, let $Q_i = (x_i, 0)$ denote the middle nodes of the small sections, we may have the following collocation equations from (4.14):

\[
\sqrt{h} Q_i (x_i, 0) = 0, \quad (x_i, 0) \in \partial \Omega,
\]

\[
\sqrt{h} \frac{\partial}{\partial y} Q_i (x_i, 0) = 0, \quad (x_i, 0) \in \partial \Omega,
\]

Similarly, for the boundary condition (4.13), let $Q_i = (x_i, 0) \in \partial D$ denote the middle nodes of the small sections, we have

\[
\sqrt{h} Q_i (x_i, 0) = 0, \quad (x_i, 0) \in \partial D,
\]

\[
\sqrt{h} \frac{\partial}{\partial y} Q_i (x_i, 0) = 0, \quad (x_i, 0) \in \partial D.
\]

In computation, we will use the method of particular solutions (MPS) in Section 5, the method of fundamental solutions (MFS) and the combined Trefftz method for Models C and D. When $L=0$ in (7.1) and (7.2), Eq. (7.4) leads to the MPS. For the case when $N > 0$ and $L > 0$, Eq. (7.4) leads to the combined Trefftz method with FS and singular PS with $L \leq 4$. In this section, we may choose all FS and only the principal FS by two cases in (7.1) and (7.2): Case (1) four coefficients: $a_1, b_1, c_1$ and $d_1$; called the combined Trefftz method with $c_1$ and Case (2) three coefficients: $a_1, b_1$ and $d_1$; called the combined Trefftz method without $c_1$.

7.2. Numerical results for Model C

We choose $\ell = \mu = 1$ and the constant $D = \frac{1}{9}$ for the plane strain problems. First we use the MPS in Section 5. Errors, condition numbers and the leading singular coefficient $b_1$ are listed in Table 1, where $\delta(u) = u_l - u$ and $\delta(v) = v_l - v$, where $(u_l, v_l)$ and $(u, v)$ are the exact and the numerical solutions, respectively. In Table 1, $M$ denotes the number of uniform collocation nodes along the edge $\partial \Omega$ of $\varepsilon$ in Fig. 1.

Then the total number of collocation equations is $m = \frac{1}{\varepsilon}$ in the other hand, for the combined Trefftz method, the number of unknown coefficients in (7.1) and (7.2) is $m = 3N + L + 1$ in Case (1) and $m = 2N + L + 1$ in Case (2)). In computation, we always choose $m > n$, to obtain the overdetermined system (5.12). By trial computation, a good matching between $L$ and $M$ is found as $L:M = 4:3$ for the MPS. All

<table>
<thead>
<tr>
<th>$L$</th>
<th>$M$</th>
<th>$\ell_{\delta u}$</th>
<th>$\ell_{\delta v}$</th>
<th>Cond</th>
<th>Cond_eff</th>
<th>$b_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3</td>
<td>3.85(−2)</td>
<td>3.42(−2)</td>
<td>2.94(−2)</td>
<td>1.88(1)</td>
<td>1.48</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>1.60(−4)</td>
<td>1.65(−4)</td>
<td>1.44(−4)</td>
<td>1.24(3)</td>
<td>3.69</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>1.35(−6)</td>
<td>1.75(−6)</td>
<td>1.42(−6)</td>
<td>4.61(4)</td>
<td>6.63</td>
</tr>
<tr>
<td>28</td>
<td>21</td>
<td>1.71(−8)</td>
<td>2.17(−8)</td>
<td>1.80(−8)</td>
<td>1.30(6)</td>
<td>9.83</td>
</tr>
<tr>
<td>36</td>
<td>27</td>
<td>1.92(−10)</td>
<td>2.74(−10)</td>
<td>2.33(−10)</td>
<td>3.14(7)</td>
<td>1.31(1)</td>
</tr>
<tr>
<td>44</td>
<td>33</td>
<td>2.20(−12)</td>
<td>3.51(−12)</td>
<td>2.99(−12)</td>
<td>6.97(8)</td>
<td>1.64(1)</td>
</tr>
</tbody>
</table>

In the tables, the digits in parentheses are the significant digits.

computations in this paper are calculated by double precision. Table 2 lists the leading coefficients $b_i$ by the MPS in Section 5, where the digits in ( ) denote significant digits, compared with the higher accuracy of $b_i$ obtained by using $L=200$ with 500 working digits. The singular leading coefficient $b_1$ has 14 significant digits:

$\begin{align*}
  b_1 &= \underline{1.14858473018889}.
\end{align*}$

From Table 1 we can see the asymptotics

$\begin{align*}
  |\hat{b}| = O(0.57^k),
  |\hat{u}(k)|_{\infty, \mathbb{R}, \mathbb{R}} = O(0.58^k),
  |\hat{v}(k)|_{\infty, \mathbb{R}, \mathbb{R}} = O(0.58^k),
\end{align*}$

Cond $= O(1.48^k)$, Cond eff $= O(1.03^k)$. 

In (7.10) and (7.11), the boundary errors of the MPS is defined as

$\begin{align*}
  |\hat{u}|^2 = \int_{-R}^{R} (|u-1|^2 + w^2\hat{u}_x^2) + \int_{-R}^{R} (|u^2 + w^2\hat{v}_y|^2),
\end{align*}$

where $\hat{u}$ and $\hat{v}$ are the numerical solutions.

Below, we use the FS. Based on the analysis in Bogomolny [4] and Li [40], the source points of FS may be located uniformly on a circle $\ell_k$ outside of the solution domain $S$. Choose $0 < \frac{1}{2}$ as the origin of $\ell_k$ and the radius $R > \frac{1}{2}$ (see Fig. 1). By trial computation, we have found a good radius $R=1.4$ to balance accuracy and stability. Also by trial computation, some good matches between $N$ and $M$ with $L \leq 4$ have been found, which are used in Tables 3–5. Details of numerical results are omitted. First we apply the MPS (i.e., $L=0$ in (7.1) and (7.2)), and list the results in Table 3. The errors are large, compared with Table 1, since the solution near the crack point is singular,
but the fundamental solutions are smooth. Next, we use the combined Trefftz method with many FS and a few singular PS. Tables 4 and 5 list the results of the combined method of two cases with and without $c_j$ in (7.1) and (7.2).

We cite the last row in Table 5 with $N=66$ and $L=4,$

$$\text{Cond} = 6.69(10), \quad \text{Cond}_{eff} = 1.79(8),$$

$$d_1 = 1.14858495869961.\quad(7.14)$$

Compared with the high accurate coefficient (7.9), the leading singular coefficient $d_1$ in (7.14) has seven significant digits. The errors $O(10^{-7})$ of displacements are small, and the effective condition numbers as $O(10^8)$ are moderate for $N=66$ and $L=4.$ By double precision and four singular particular solutions used, such numerical solutions are, indeed, excellent, to show the significance of the algorithms proposed in this paper. More importantly, for other corners $\theta \neq \pi$ in linear elastostatics, a few singular solutions can be easily found, see [43]. Then the combined Trefftz method also has a wide scale of applications.

In (7.13), $\delta(u) = u - u_{N-L}, \delta(v) = v - v_{N-L},$ where $u$ and $v$ are the exact solutions which can be obtained from Table 2, and $u_{N-L}$ and $v_{N-L}$ are the numerical solutions by the combined Trefftz method. The boundary errors are defined as

$$||\delta||_B = \frac{\|\delta\|_{\infty,\overline{\Omega}}}{}$$

$$||\delta||_{\infty,\Omega} = \frac{\max_{\overline{\Omega}}|\delta|}{\min_{\Omega}u}$$

$$||\delta||_{\infty,\Omega} = \frac{\max_{\overline{\Omega}}|\delta|}{\min_{\Omega}u}$$

where $\overline{\Omega}$ is the domain where $\delta$ is defined and $\overline{\Omega}$ is the domain where $u$ is defined. From Tables 4 and 5, there seems to exist no significant differences of errors and condition numbers between the solutions from the combined Trefftz method in two cases. Strictly speaking, however, Table 5 without $c_j$ in cases (2), the accuracy of $d_1$ and the solutions are slightly higher, but the instability is slightly worse. An important consequence is that we may choose only the principal FS in computation, as done in [33,31].

Note that the true errors in Tables 3–6 can be evaluated, based on the highly accurate solutions in Table 2 by the CTM for Model C. This displays a significance of the singularity models in evaluations and developments of new and efficient numerical solutions (also see [38]). Besides, for the MPS, the effective condition number Cond_eff is significantly smaller than the traditional condition number Cond (see Table 3). Unfortunately, such a situation does not remain for the MPS and the combined Trefftz method (see Tables 4 and 5). Since the Cond_eff is a better criterion for numerical stability [42], we conclude that the stability of the MPS is much better than that of the combined Trefftz method. Under double precision, the results in Tables 4 and 5 with four singular PS are excellent; this also proves the importance of PS for singularity problems of linear elastostatics.

---

7.3. Numerical results for Model D

For Model D, the singular solutions (4.17) and (4.18) are chosen to replace (4.11) and (4.12). Methods of MPS and the combined Trefftz method with ray PS and a few singular PS are used. Numerical results are listed in Tables 6–9. Under double precision, by the MPS and the combined Trefftz method combined, the singular leading coefficients \( a_1 \) has 12 and 6 significant digits, respectively. The analysis and conclusions are similar to those for Model C in Section 7.2.

Table 6

<table>
<thead>
<tr>
<th>( L )</th>
<th>( M )</th>
<th>( |u|_2 )</th>
<th>( |\nu|_{\infty,\infty,\infty} )</th>
<th>( |\psi|_{\infty,\infty} )</th>
<th>Cond</th>
<th>Cond_eff</th>
<th>( a_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3</td>
<td>1.25(–2)</td>
<td>7.81(–3)</td>
<td>9.55(–3)</td>
<td>1.03(2)</td>
<td>1.54(1)</td>
<td>6.2974403262435(–1)</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>6.16(–5)</td>
<td>3.28(–5)</td>
<td>8.41(–5)</td>
<td>9.92(3)</td>
<td>5.48(1)</td>
<td>6.42570862370564(–1)</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>5.54(–7)</td>
<td>4.74(–7)</td>
<td>8.68(–7)</td>
<td>3.46(5)</td>
<td>9.14(1)</td>
<td>6.42516309256916(–1)</td>
</tr>
<tr>
<td>28</td>
<td>21</td>
<td>5.57(–9)</td>
<td>3.98(–9)</td>
<td>1.09(–8)</td>
<td>9.23(6)</td>
<td>1.28(2)</td>
<td>6.4251610373957(–1)</td>
</tr>
<tr>
<td>36</td>
<td>27</td>
<td>5.85(–1)</td>
<td>3.46(–1)</td>
<td>1.40(–10)</td>
<td>2.18(8)</td>
<td>1.65(2)</td>
<td>6.42516105797704(–1)</td>
</tr>
<tr>
<td>44</td>
<td>33</td>
<td>6.25(–13)</td>
<td>4.26(–13)</td>
<td>1.76(–12)</td>
<td>4.70(9)</td>
<td>2.01(2)</td>
<td>6.42516105845594(–1)</td>
</tr>
</tbody>
</table>

Table 7

The leading coefficients for Model D by the MPS as \( L = 44 \), where “Sig” denotes the number of significant digits.

<table>
<thead>
<tr>
<th>( i )</th>
<th>All digits</th>
<th>Sig</th>
<th>( i )</th>
<th>All digits</th>
<th>Sig</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.00832180859544(–1)</td>
<td>12</td>
<td>45</td>
<td>3.2949667296780(–10)</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>6.4251610585494(–1)</td>
<td>12</td>
<td>46</td>
<td>8.8215580981674(–9)</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1.4558603556634(–1)</td>
<td>14</td>
<td>47</td>
<td>8.8816504048592(–9)</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>9.5056131545387(–2)</td>
<td>10</td>
<td>48</td>
<td>4.4691520055440(–9)</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1.0013326860236(–1)</td>
<td>12</td>
<td>49</td>
<td>6.5606375512550(–11)</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>3.1287277466098(–2)</td>
<td>10</td>
<td>50</td>
<td>2.1176296460820(–9)</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>8.83768056846057(–3)</td>
<td>11</td>
<td>51</td>
<td>9.6861428354774(–9)</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>9.29516182349179(–2)</td>
<td>11</td>
<td>52</td>
<td>1.0711948383020(–9)</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>2.175150117047(–2)</td>
<td>12</td>
<td>53</td>
<td>1.5487940543816(–11)</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>2.65976098569854(–3)</td>
<td>10</td>
<td>54</td>
<td>5.1001626677643(–10)</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>4.49687560925360(–3)</td>
<td>10</td>
<td>55</td>
<td>2.6369360300000014(–10)</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>3.48611252871003(–3)</td>
<td>10</td>
<td>56</td>
<td>2.2205841989034(–12)</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>2.66757715011588(–3)</td>
<td>10</td>
<td>57</td>
<td>1.2309990753562(–10)</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>6.97762265370839(–5)</td>
<td>8</td>
<td>58</td>
<td>1.0417243884390(–9)</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>1.18644163771355(–3)</td>
<td>10</td>
<td>59</td>
<td>6.0776328917007(–11)</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>1.04994602193778(–3)</td>
<td>11</td>
<td>60</td>
<td>5.08543467519319(–14)</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8
Errors and condition numbers for Model D by the combined Trefftz method with \( \eta \) at \( R = 1.4 \) and \( L \leq 4 \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( M )</th>
<th>( L )</th>
<th>( |v|_B )</th>
<th>( |\delta(u)|_{L_1,2/3} )</th>
<th>( |\delta(v)|_{L_1,2/3} )</th>
<th>Cond</th>
<th>Cond_eff</th>
<th>( d_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3</td>
<td>2</td>
<td>4.12(−2)</td>
<td>1.40(−2)</td>
<td>2.40(−2)</td>
<td>3.63(1)</td>
<td>1.40(1)</td>
<td>6.76367717749435(−1)</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>2</td>
<td>5.27(−3)</td>
<td>2.81(−3)</td>
<td>5.56(−3)</td>
<td>2.99(3)</td>
<td>4.42(2)</td>
<td>6.29466787915089(−1)</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>3</td>
<td>3.18(−4)</td>
<td>5.94(−4)</td>
<td>2.81(−4)</td>
<td>4.86(4)</td>
<td>5.95(3)</td>
<td>6.42638017460067(−1)</td>
</tr>
<tr>
<td>28</td>
<td>21</td>
<td>3</td>
<td>1.80(−5)</td>
<td>3.61(−5)</td>
<td>2.11(−5)</td>
<td>3.33(6)</td>
<td>1.14(5)</td>
<td>6.42629905018329(−1)</td>
</tr>
<tr>
<td>36</td>
<td>27</td>
<td>4</td>
<td>8.34(−7)</td>
<td>9.68(−7)</td>
<td>1.99(−6)</td>
<td>3.06(8)</td>
<td>6.43(6)</td>
<td>6.42532091601947(−1)</td>
</tr>
<tr>
<td>44</td>
<td>33</td>
<td>4</td>
<td>1.24(−7)</td>
<td>1.33(−7)</td>
<td>1.77(−7)</td>
<td>2.18(10)</td>
<td>4.26(7)</td>
<td>6.42517844619497(−1)</td>
</tr>
</tbody>
</table>

Table 9
Errors and condition numbers for Model D by the combined Trefftz method without \( \eta \) at \( R = 1.4 \) and \( L \leq 4 \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( M )</th>
<th>( L )</th>
<th>( |v|_B )</th>
<th>( |\delta(u)|_{L_1,2/3} )</th>
<th>( |\delta(v)|_{L_1,2/3} )</th>
<th>Cond</th>
<th>Cond_eff</th>
<th>( d_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>3</td>
<td>2</td>
<td>3.47(−2)</td>
<td>2.95(−2)</td>
<td>1.35(−2)</td>
<td>5.51(1)</td>
<td>2.10(1)</td>
<td>6.59581243246061(−1)</td>
</tr>
<tr>
<td>18</td>
<td>9</td>
<td>2</td>
<td>2.80(−3)</td>
<td>2.57(−3)</td>
<td>3.47(−3)</td>
<td>1.83(3)</td>
<td>4.16(2)</td>
<td>6.29196116420615(−1)</td>
</tr>
<tr>
<td>30</td>
<td>15</td>
<td>3</td>
<td>7.26(−5)</td>
<td>8.79(−5)</td>
<td>5.21(−5)</td>
<td>2.00(5)</td>
<td>3.41(4)</td>
<td>6.42415676070671(−1)</td>
</tr>
<tr>
<td>42</td>
<td>21</td>
<td>3</td>
<td>3.53(−6)</td>
<td>5.67(−6)</td>
<td>6.64(−6)</td>
<td>1.73(7)</td>
<td>1.24(6)</td>
<td>6.42542596419065(1)</td>
</tr>
<tr>
<td>54</td>
<td>27</td>
<td>4</td>
<td>2.16(−7)</td>
<td>5.30(−7)</td>
<td>7.33(−7)</td>
<td>1.52(9)</td>
<td>3.19(7)</td>
<td>6.42521862472346(1)</td>
</tr>
<tr>
<td>66</td>
<td>33</td>
<td>4</td>
<td>1.25(−8)</td>
<td>3.07(−8)</td>
<td>4.96(−8)</td>
<td>1.26(11)</td>
<td>5.68(8)</td>
<td>6.42516049509492(1)</td>
</tr>
</tbody>
</table>

7.4. A brief error analysis

In this subsection section, a brief error analysis is given for the combined Trefftz methods with many FS and a few singular PS; strict analysis will be given elsewhere.

Let the small \( L \) be fixed. Since the leading singularity of the solutions can be matched perfectly in the combined Trefftz methods, the rest solutions \( u^j \) have the singularity \( O(|\xi|^j+1/2) \), which implies \( u^j \in H^j+1/2(S) \) and \( u^j \in H^{j+3/2}(S) \), where \( 0 < \delta < 1 \), and \( H^j(S) \) and \( H^j(S) \) are the Sobolev norms. Since the smooth fundamental solutions play a role in approximation as the polynomials do by following Li [38,40], when \( w = 1/N \) we can derive the errors

\[
\|v\|_B = O\left(\frac{1}{N^{j+1/2}}\right),
\]

\[
\|u\|_{1,5} = \left(\|u\|_{H^1(S)}^2 + \|v\|_{H^1(S)}^2\right)^{1/2} = O\left(\frac{1}{N^{j+1/2}}\right).
\]

where \( \|u\|_{1,5} \) is the Sobolev norm in \( H^1 \) space. When \( L = 0 \), we have from (7.16) and (7.17)

\[
\|v\|_B = O\left(\frac{1}{N^{j+1/2}}\right), \quad \|u\|_{1,5} = O\left(\frac{1}{N^{j+1/2}}\right).
\]

The errors of \( \|v\|_B \) in Table 3 decrease slowly, just as \( O(1/N) \). When \( L = 1 \) as in [30], the better errors are given by

\[
\|v\|_B = O\left(\frac{1}{N^{j+2/3}}\right), \quad \|u\|_{1,5} = O\left(\frac{1}{N^{j+2/3}}\right).
\]

When \( L = 4 \), we have the small errors from (7.16) and (7.17),

\[
\|v\|_B = O\left(\frac{1}{N^{j+5/6}}\right), \quad \|u\|_{1,5} = O\left(\frac{1}{N^{j+5/6}}\right).
\]

Suppose that for \( L = 4 \), the errors of the solutions from the combined Trefftz method satisfy

\[
\|v\|_B \leq C_1 \frac{1}{N^j},
\]

where \( C_1 \) is a constant independent of \( N \). We can see the last two rows in Table 5 for \( N = 54, 66 \),

\[
\|v\|_B = O(10^{-7}), \quad O(10^{-8}).
\]

On the other hand, for \( N = 54, 66 \) we have

\[
N^j = O(10^{-8}), \quad O(10^{-10}).
\]

Comparing (7.23) with (7.22), from (7.21) we conclude the constant \( C_1 = O(10^7) \).

Next, let us consider the errors \( \delta_k \) of the leading singular coefficient \( b_k \). From Li [38], we have

\[
|\delta_k| = O\left(\frac{1}{N^{j+1/2}}\right).
\]

For \( L = 4 \), we assume

\[
|\delta_k| \leq C_2 \frac{1}{N^{j+5/6}}.
\]
with a constant C independent of N. Compared the data of b_1 with the accurate value in (7.9), we can see for N=54, 66 from Table 5,

\[ |\Delta b_1| = O(10^{-6}), \quad O(10^{-7}). \]

(7.26)

Since for N=54, 66,

\[ \frac{1}{N^{4/5}} = O(10^{-8}), \quad O(10^{-9}). \]

(7.27)

we also conclude the constant C_2 = O(10^5).

When small L varies and grows very slowly as in Tables 4 and 5, under a certain coupling between N and L, we may also derive the errors bounds; details are omitted. The above analysis supports the excellence of numerical results obtained by the combined Trefftz method.

**Remark 7.1.** In this section, we have explored how to effectively apply the FS to the singularity problems of linear elastostatics. Based on the numerical results and a brief error analysis, the combined Trefftz methods with many FS and a few singular PS are strongly recommended, where both FS and PS are used in the entire solution domain. This is distinct from the combinations of MFS and MPS, where FS and PS are used in two subdomains, separately, and the coupling techniques are adopted along their common boundary (see [38,39]). It is worth pointing out that the numerical results by the combined Trefftz method in this paper are excellent, and its algorithms can be easily extended to general corner problems of linear elastostatics. Moreover, from Theorem 2.1, the complete set of FS is given in [38,39]). It is worth pointing out that the numerical results by the combined Trefftz method in this paper are excellent, and its algorithms can be easily extended to general corner problems of linear elastostatics. Moreover, from Theorem 7.1, the complete set of FS is given in [38,39]).

8. Concluding remarks

To close this paper, let us make a few concluding remarks.

1. In this paper and [43], we provide a systematic analysis, not only for singularity properties and particular solutions of linear elastostatics at corners, but also for the MFS for both smooth and singularity problems. In this paper, the corners with free traction boundary conditions are discussed, to derive more general particular solutions than those in [43].

2. In Section 3, the complex representation of particular solutions and stress are explored, and the general particular solutions at the corners with free traction boundary conditions are derived, directly from the Cauchy-Naiver equation of linear elastostatics. The new Model D is obtained only from this paper. Note that the singularity analysis in this paper is distinct to that in Williams [67,48] by using a similarity to biharmonic equations, although the results are coincident with each other. The explicit particular solutions at the crack tip under free traction conditions in this paper are also equivalent to the explicit complex solutions in Pitiner [55].

3. Two new models are designed, called Models C and D. Their highly accurate solutions are obtained by the collocation Trefftz methods (CTM), and the leading singular coefficients reach 12–14 significant digits by the computation in double precision, see Tables 2 and 7. Those accurate solutions can be used, to examine other numerical solutions for singularity problems as in [38] and in Section 7 for the combined Trefftz method.

4. The fundamental solutions (FS) of linear elastostatics are explored in Section 6, where the FS are derived in detail, the equivalence of FS to the complex representation in [52,31] is proved, and the proof of FS satisfying the Cauchy-Naiver equations in 2D is provided. The analysis in Sections 6 and 7 can be regarded as a theoretical foundation of FS for smooth and singular solutions of linear elastostatics.

5. In Section 7, for the crack singularity, the combined Trefftz method with many FS and a few singular PS (say, four terms) are proposed, to give the leading singular coefficient with seven (or six) significant digits, and the solution errors with O(10^{-7}) under double precision. Since for the corners with \( \Theta \neq \pi \), the powers \( v_i \) in \( r^n \) have to be computed in advance, to find many particular solutions is difficult and troublesome. Therefore, the combined Trefftz method proposed in this paper may be applied to all corner singularity of linear elastostatics. Evidently, the analysis and computation in this paper not only display significance of the singular solutions, but also extend widely the applications of the MFS.

6. This paper also displays the importance of the FS for linear elastostatics. For smooth problems, the method of particular solutions (MPS) is superior to the method of fundamental solutions (MFS), because the ill-conditioning of the MFS is severe [47]. For singularity problems of linear elastostatics, however, the FS is also important, because using the FS is advantageous for the corners with \( \Theta \neq \pi \). Since the leading singular particular solutions are used in the Trefftz combined methods, to match well the principal singularity of the solutions, we do not needed so many FS, thus to relieve the ill-conditioning, see Tables 4 and 5. Sections 6 and 7 have provided a systematic analysis of the FS for theory and computation of linear elastostatics.

7. The analysis, numerical algorithms and numerical results of this paper with [43] may greatly enrich both linear elastostatics theory with corner and numerical methods, such as the combined method [30,38,39] and the Trefftz methods [65,1.5,10,8,11,15,16,49,50,58,62,68], which also include the boundary approximation method [37,45], the collocation Trefftz method [43], the method of fundamental solutions [65,10,9,17–20,33,30,31,34,35,63,64,61], the hybrid Trefftz method [22,23,27–29,60], the boundary collocation techniques [32], the Trefftz-BEM [13,66], the dual method [57], etc.
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